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FOREWORD

The ADVANCES IN CHEMISTRY SERIES was founded in 1949 by
the American Chemical Society as an outlet for symposia and
collections of data in special areas of topical interest that could
not be accommodated in the Society’s journals. It provides a
medium for symposia that would otherwise be fragmented
because their papers would be distributed among several
journals or not published at all. Papers are reviewed critically
according to ACS editorial standards and receive the careful
attention and processing characteristic of ACS publications.
Volumes in the ADVANCES IN CHEMISTRY SERIES maintain the
integrity of the symposia on which they are based; however,
verbatim reproductions of previously published papers are not
accepted. Papers may include reports of research as well as
reviews, because symposia may embrace both types of
presentation.
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Introduction to Electron Transfer
in Inorganic, Organic, and
Biological Systems

James R. Bolton’!, Noboru Mataga?, and George McLendon?

"Photochemistry Unit, Department of Chemistry, University of Western Ontario,
London, Ontario N6A 5B7, Canada

?Department of Chemistry, Faculty of Engineering Science, Osaka University,
Toyonaka, Osaka 560 Japan

3Department of Chemistry, University of Rochester, Rochester, NY 14627

This chapter provides an overview of the current developments in
the field of electron transfer in theory and inorganic, organic, and
biological systems. It shows how the various chapters of this volume
contribute to the efforts to find common solutions to common prob-
lems.

THE CURRENT IMPORTANCE OF ELECTRON-TRANSFER REACTIONS is illus-
trated by the fact that four of the symposia and 81 of the papers presented
at the Conference of the Pacific Basin Chemical Societies in Hawaii in De-
cember 1989, had the words “electron transfer” in the title.

This intensity of activity has been building since the mid-1950s, when
the basic elements of electron-transfer theory were introduced by Marcus
(1-5), with later contributions from Hush (6), Levich and Dogonadze (7, 8),
and others. Recent progress in the elucidation of its mechanisms in various
fields of photochemistry and photobiology is partly due to remarkable ad-
vances in experimental methods such as ultrafast laser spectroscopy (9, 10).
These techniques have made possible more direct and detailed observations
of electron-transfer processes. A brief review of basic electron-transfer
theory is provided in this volume (11).

Interest in electron-transfer processes can be divided into four general
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areas: theory, inorganic systems, organic systems, and biological systems.
Although there has been considerable interaction between theory and ap-
plications, the three experimental fields have tended to develop separately,
even to the point of using different nomenclature. The key purposes of this
volume are to bring these fields together, to increase interactions among
them, and to seek common solutions to common problems.

Much of the current interest in electron-transfer processes stems from
the exciting advances made in the past decade in our understanding of the
primary processes involved in photosynthesis (12). The determination of the
crystal structure of the reaction center protein in photosynthetic bacteria
(13, 14), together with the results of ultrafast laser photolysis and related
investigations on photoinduced electron-transfer processes in these systems,
has provided not only a vivid picture of how photoinduced electron transfer
occurs in photosynthesis, but also an insight into how nature has optimized
the efficiency of the system. Attention is now shifting to the reaction centers
of green-plant systems, particularly Photosystem I (15).

Elegant work on natural photosynthesis has stimulated studies of model
donor—acceptor molecules, joined by a spacer or directly by a single bond
(16-18), as well as of modified protein systems. These studies attempted to
define the important factors that control electron transfer from a donor to
an acceptor.

On the other hand, studies of the electron-transfer mechanism in the
fluorescence quenching reaction between uncombined donor and acceptor
systems, including various dyes and aromatic molecules as fluorescers and
various organic and inorganic molecules as quenchers in solution, have a
long history dating from the 1930s (19). This subject has been one of the
most important aspects in elucidation of the mechanisms underlying pho-
toinduced electron transfer in solution. Nevertheless, there are still some
problems, such as the energy gap dependence of the electron-transfer rate
constant in the fluorescence quenching reaction, that cannot be interpreted
satisfactorily on the basis of standard electron-transfer theories (10, 20).

Electron-transfer theory has continued to develop since the pioneering
work mentioned in the foregoing discussion. Current interest is focused on
explaining the dependence of function and dynamics on the structure of the
reaction center protein and on examining the interplay between electronic
and nuclear factors (21). This information can provide a better understanding
of the role of electron tunneling and of solvation (20) and solvent dynamics
(22, 23). These electron-transfer factors have been examined in many sys-
tems, including solutions, molecular assemblies, and various model systems.

Most of the model systems, with donor and acceptor groups separated
by a spacer, are composed of organic or metal ion entities. It is a tribute to
the synthetic chemist that we have so many model compounds today. The
studies on these molecules, many of which are discussed in this volume,
have provided a rich harvest of information on the various important factors
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that control intramolecular electron transfer. Among these factors are energy
of the excited state, exergonicity (~AG"), distance between the donor (D)
and acceptor (A), orientation of D with respect to A, nature of the bridge,
nature of the solvent, and temperature.

Work in this area can be broadly subdivided into

1. photoinduced electron-transfer reactions in which both for-
ward (charge separation) and reverse (charge recombination)
intramolecular electron-transfer rate constants have been
measured;

2. charge-shift reactions, in which an electron is introduced (e.g.,
by pulse radiolysis) into one entity in the molecule and then
undergoes intramolecular electron transfer to another entity;
and

3. bimolecular studies using uncombined donor and acceptor
entities, in which it has been possible to infer the unimolecular
rate constants for charge recombination within the geminate
radical ion pairs formed by charge separation at encounter
between an excited molecule and a quencher.

Studies on combined donor—acceptor model systems have expanded to
include multiple donors or acceptors, up to four interacting entities. Some
of these molecules have also provided excellent model systems for the study
of triplet excitation transfer.

Studies of organic donor—acceptor adducts have been complemented
and extended by synthesis and detailed investigation of inorganic analogs.
The variability of oxidation states and reorganization energies afforded by
metal complexes has been used to particular advantage in studies ranging
from the classic Creutz—Taube compound (24) to the elegant “intervalence”
electron-transfer peptide spacer studies by Isied (25, 26) and others [e.g.,
Ohno et al. (27)].

The photochemical properties of transition metal complexes have been
strongly linked to their electron-transfer properties. Most recently, keen in-
terest in photochemical “water splitting” catalyzed by tris(4,4’'-bipyri-
dyl)Ru(II) and its homologs has spawned a deeper appreciation of the fun-
damental relation between photochemical radiationless transitions and
electron transfer, as summarized by the energy gap law in the inverted
region (10).

Heme proteins have also provided a very useful system for the study of
electron-transfer reactions across a fixed distance. In these studies, inorganic
complexes (e.g., Ru complexes) have been attached to peripheral amino
acids, as exemplified by the work of Therien et al. (28), Isied (25, 26), and
others. Photoinduced electron transfer is then initiated by excitation of either
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the Ru complex or the heme group. This subject has been helped consid-
erably by theoretical work such as that by Beratan and Onuchic (29).

A complementary approach has been pursued by Natan and Hoffman
(30), McLendon et al. (31), and others, who studied electron transfer between
two proteins. In general, these protein pairs are physiological partners. In
such studies, some uncertainty may exist about the precise structure of the
protein—protein complex. Indeed, recent work has suggested that such pro-
tein—protein complexes can be highly dynamic, with relative motion along
the interacting protein surfaces. It is difficult in such systems to discuss the
“distance dependence” or “pathway dependence” of electron-transfer rates,
because the system investigated describes not just one structure, but a family
of structures. Conversely, such studies do provide key information on aspects
of biological design. This information leads not only to adequate reaction
rates but also to excellent reaction specificities. It is hoped that such insights
may ultimately lead to the study and understanding of in vivo electron-
transport systems.

Researchers continue to study electron transfer in photosynthetic sys-
tems. By carrying out specific modifications to the structure of the reaction
center, either by extracting and replacing components or by genetic mod-
ifications, it is possible to obtain information on the importance of certain
components and structural features in controlling the rate of electron transfer
in the reaction center. In addition, many sophisticated techniques (e.g.,
Stark spectroscopy and quantitative femtosecond spectroscopy) are being
used to elucidate the nature of the electron-transfer process. Some of this
work is described in this book (32).

Finally, Miller (33) has provided an excellent summary of the puzzles
of electron-transfer processes, and Marcus (34) has summarized the impor-
tant points arising from the symposium upon which this volume was based.

In the future there is likely to be an expansion and better understanding
of the studies summarized in this introduction, as well as expansion into
other areas. The results will be a better understanding of the mechanisms
of electron transfer in various molecular assemblies and of interfacial electron
transfer. Applications of this work are likely to lead to the design of more
efficient photoconverters of solar energy, photosensing devices, information
storage devices, and many other developments. It is an exciting field!
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1

This chapter provides an introduction to basic electron-transfer the-
ory. The classical Marcus theory is developed, and the reorganization
energy is defined. The difference between adiabatic and nonadiabatic
electron-transfer reactions is explained. Quantum mechanical theo-
ries of electron transfer are outlined for nonadiabatic reactions with
particular application to the Marcus inverted region. Finally, the
effect of solvent dynamics is examined.

THE BASICS OF ELECTRON-TRANSFER THEORY are presented in this chapter
so that the authors of subsequent chapters can refer to it for the fundamental
equations and nomenclature. It should also serve as a tutorial for those who
are not familiar with the basic theory, although this is a only a brief outline.

By far the most successful theory of electron transfer (ET) is that intro-
duced and developed by Marcus (1-5); thus, this outline will deal almost
exclusively with a summary of that theory and the important equations
derived therefrom. Hush (6) developed a theory similar to that of Marcus,
based on concepts involved in ET at electrode surfaces; however, Hush’s
theory does not predict the inverted region (vide infra). Comprehensive
reviews by Newton and Sutin (7) and Marcus and Sutin (8, 9) offer a thorough
development of the Marcus theory of electron transfer.

Usually Marcus theory is used for outer-sphere ET reactions between
a donor D and an acceptor A. (For convenience, we assume that D and A
are neutral molecules. The case of charged reactants introduces only the
possibility of electrostatic effects that can be incorporated with little difficulty
into the theory.) Either D or A may be in an excited state (D* or A*), in
which case the process is called photoinduced electron transfer (PET). How-
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ever, other than a change in the starting-state energies, the principles of
electron-transfer theory apply equally well to photoinduced and to ground-
state electron-transfer reactions.

For second-order reactions the ET reaction can be divided into three
steps. In the first step D and A diffuse together to form an outer-sphere
precursor complex D|A (rate constant k, in eq la usually approaches the
diffusion-controlled limit).

kl
D+ A== D|A (1a)

In the second step, the precursor complex D|A undergoes a reorganization
toward a transition state in which electron transfer takes place to form a
successor complex D*|A~.

k,
DJA == D*|A~ (1b)
-ET

Because of the Franck—Condon principle, the nuclear configuration of the
precursor and successor complexes at the transition state must be the same.

Finally, the successor complex dissociates to form the product ions D *
and A",

DA~ — D* + A~ (1)

If D and A are covalently linked or held together in a matrix (e.g., a protein),
then only step 1b can occur; kg and (in principle) k_g; are then directly
measurable.

A steady-state analysis of steps 1a to 1lc yields the following expression
for the observed bimolecular ET rate constant

kobs =

2a
1+ L7} + kak ex @
ker  koker
or
1 1 1 k_gr
== 2b
kobs ka * KAkET [1 * ks ] ( )

where K, = k,/ky. If k, >> k_g1, eq 2b reduces to

L_1, U 1Lk
= -+ K [1 + km] (2¢)
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If, in addition, k; >> kg, then
kons = Kakgr (2d)
On the other hand, if k; << kg
kg = K, (2e)

and the observed second-order ET rate constant will not contain any infor-
mation about k.

Knowledge of the various state energies with respect to the ground state
of D-A is very important for the interpretation of kinetics in Marcus theory.
This is particularly true in PET, where excited-state energies must be known.

The energy of the first excited singlet state, S, is usually estimated from
the wavelength at which the normalized chromophore (D or A) absorption
and fluorescence spectra cross. The energy of the lowest triplet state, T, is
not as easily measured. It is usually estimated from the blue edge of the
low-temperature phosphorescence spectrum of the triplet chromophore,
making allowance, if possible, for any perturbation produced by the D-A
linkage and for the Stokes shift.

The energies of D* and A~ are usually obtained from redox potentials,
which are often measured by using cyclic voltammetry or differential pulse
voltammetry (10). The difference in Gibbs energy AG° between the D +
A states and the D* 4+ A~ states may be approximated as

AG® = e(E}+p — EJp-) + wF — uh 3)

E}+/p and E{),- are the standard reduction potentials for D* and A~; w*
and w® (usually negative) correct for the work of bringing D* and A~ and
D and A, respectively, together; and e is the electronic charge.

The relative placement of the state energies may be solvent-dependent,
but not always in a simple calculable way. Therefore, direct measurement
[e.g., by measuring redox potentials in each solvent (11)] is preferable to
indirect estimates or extrapolations.

The Classical Marcus Theory

The important electron-transfer step in the mechanism of eqs la—1c is step
1b, in which the forward and reverse reactions are unimolecular. Of course,
in the case of linked D-A systems, this is the only step.

The initial reactant state or precursor complex D|A will have a potential
energy that is a function of many nuclear coordinates (including solvent
coordinates), which results in a multidimensional potential-energy surface.
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There will exist a similar surface for the product state or successor complex
D *|A~. In transition-state theory, a reaction coordinate is introduced so that
the potential-energy surface can be reduced to a one-dimensional profile,
as shown in Figure 1 for reactions of zero AG®. Curve R represents the
potential energy of the reactant state D|A and curve P that of the product
state D *|A~. [The curves in Figure 1 are “symmetrized” with an effective
reduced force constant k = 2k"kP/(k* + kP), rather than assuming that k* =
k? (4).] For ET to occur, the reactant state must normally distort along the
reaction coordinate from its equilibrium precursor position A to position B,
the transition state, which has the same nuclear configuration as the initially
formed product state. ET occurs at this position, and the resulting product
state then relaxes to its equilibrium successor position C.

When all internal and external (solvent) modes are considered, the po-
tential-energy profiles of the reactant and product states along the reaction
coordinate are found to be markedly nonparabolic. This is primarily because
solvent motion, which occurs at low frequencies where deviations from har-
monic motion are large, plays an important role in ET. If, however, the
system is represented in a Gibbs (free) energy space, then it can be shown
(8, 9) that the Gibbs energy profiles along the reaction coordinate can be
well approximated as parabolas. Hence, in further discussion we shall use
Gibbs energy profiles rather than potential-energy profiles.

For purposes of presenting the theory, we consider first a ground-state

]
|
l

A
Reaction Coordinate

Wk————

Figure 1. Section cut along the reaction coordinate through the multidimen-

sional potential surface of the reactant state (R) and that of the product state

(P). A and C denote the equilibrium nuclear configurations of R and P, re-

spectively; B denotes the configuration at the intersection (transition state) of

the two potential-energy surfaces. The diagram represents the case in which
the equilibrium potential energies of R and P are the same.
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reaction where AG® < 0. According to classical transition-state theory, the
first-order rate constant kg is given by

—AG*] @

kET = K V,€Xp [ k T
B

where v, is the frequency of passage (nuclear motion) through the transition
state (D|A)* (v, ~ 10" s7), AG? is the Gibbs energy of activation for the
ET process, k4 is the electronic transmission coefficient, kg is the Boltzmann
constant, and T is temperature. In the classical treatment k., is usually taken
to be unity.

Figure 2 illustrates the parabolic Gibbs energy surfaces as a function of
reaction coordinate for a variety of conditions. In Marcus theory, the cur-
vature of the reactant and product surfaces is assumed to be the same. The
important quantities in this diagram are \, the reorganization energy, de-

Figure 2. Diagrams showing the intersection of the Gibbs energy surfaces for

the reactant (R) state (D|A) and the product (P) state (D *|A~): (a), an isoergonic

reaction with AG® = 0; (b), the normal region where 0 < —-AG® = \; (c), the

condition for maximum rate constant where —AG® = X\; (d), the “inverted
region” where —-AG® > \,
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fined as the change in Gibbs energy if the reactant state (D|A) were to distort
to the equilibrium configuration of the product state (D *|A~) without transfer
of the electron; AG*, the Gibbs energy of activation for forward ET; and
AG°, the difference in Gibbs energy between the equilibrium configurations
of the product and reactant states. We assume that AG° represents the Gibbs
energy of reaction when the donor and acceptor are at a distance rp,, apart
in the prevailing medium; hence the need for the w term in eq 3. In addition,
we distinguish between the Gibbs activation energy AG*, obtained from
the intersection of the parabolas in diagrams such as those in Figure 2, and
the experimental Gibbs activation energy AG* obtained from the thermo-
dynamic treatment of the transition-state theory.

Figure 2a represents the situation for ET between like species where
AG® = 0. Here the two parabolic surfaces are identical, except that the
product surface is displaced along the reaction coordinate with respect to
the reactant surface. There is a significant Gibbs energy of activation, even
though AG® = 0. It follows from the properties of parabolas that for a self-
exchange reaction or other reaction of zero AG®, ignoring the effect of any
work terms

AG* = (5a)

NS

For reactions where AG® # 0 (Figure 2b), it is usually assumed that the
D *|A~ surface simply shifts vertically by AG® with respect to the D|A surface.
Again it follows from the analytical geometry of intersecting parabolas that

(\ + AG?

AG* =
a

(5b)

where the zero of Gibbs energy is taken as that of the precursor complex
D|A at the reaction distance rp,,. Inserting eq 5b into eq 4 yields the classical
Marcus equation
0)2
ker = kv, exp [—%-'-)\—kAB—?—)—] (6)
Equations 5b and 6 and Figure 2 indicate that for moderately exergonic
reactions AG* will decrease and kg; will consequently increase, as AG®
becomes more negative. When —AG® = \ (Figure 2c), AG* = 0 and kg
reaches its maximum value of kv,. However, as AG° becomes ever more
negative in a highly exergonic reaction, the intersection point of the R and
P surfaces moves to the left of the center of the R surface, as shown in
Figure 2d. This shift indicates that AG* should increase again and thus the
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striking prediction of eq 6 is that kg will decrease as the reaction becomes
highly exergonic in what has been called the Marcus inverted region. Phys-
ically, this means that the product must initially be formed in an increasingly
distorted and high-energy state.

Reorganization Energy. The reorganization energy, \, is usually
divided into two contributions

)\ = )\in + )\out (7)

The solvent-independent inner term \,, arises from structural differences
between the equilibrium configurations of the reactant and product states.
A, is usually treated harmonically so that

N = 3 3 Filne = ®

where r3°? and 7, are the equilibrium bond lengths in the reactant and
product states, respectively; f; is a reduced force constant for the ith vibra-
tion, and the sum is taken over all significant intramolecular vibrations. In
the few cases where \,, values have been calculated, they have been found
to be fairly small [0.1-0.3 eV; see Brunschwig et al. (12)]; however, in some
inorganic complexes [e.g., Co(NH,)s2*/**] N, can be quite large.

The outer term A\, is called the solvent reorganization energy because
it arises from differences between the orientation and polarization of solvent
molecules around D|A and D *|A~. If the surrounding solvent is treated as
a dielectric continuum, then it can be shown (I, 13) that

Mot = 6o [i - 1] f (ER — EPR dV ©)

€ &

Do |

where E® and E? are the electric fields exerted in vacuo at a distance r from
the centers of the reactant and product states, respectively; €,, and €, are
the optical and static dielectric constants, respectively, of the surrounding
solvent medium (e,, = n® where n is the refractive index of the medium);
€, is the permittivity of vacuum; and the cyclic integration is carried out
over the volume V. The term (1/¢€,, — 1/€,) arises because \,, is the energy
of reorganizing the solvent molecules around the equilibrium D|A complex
until they are in the orientation of the solvent molecules around the equi-
librium D*|A~ complex but without transfer of the electron. This corre-
sponds to changing the orientation polarization but not the nuclear and
electronic polarization.
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The computation of the integral of eq 9 requires a specific model so that
appropriate boundary conditions can be set. Most authors have chosen a
spherical reagent model, which gives on integration (14)

Ael | 1 1 1 1 1
T e [ (10)
4mey | 2ap  2a,  rpa] L€p &

where Ae is the charge transferred in the reaction (almost always one elec-
tronic charge); ap, and a, are the radii of the donor and acceptor, respectively;
and rp, is the center-to-center distance between the donor and acceptor.

Cannon (13) and Marcus (15) have also considered a more realistic el-
lipsoidal model, but it generates rather complex equations for \,.. Never-
theless, irrespective of the model chosen, it is usually possible to approximate
Now by

Mot = [i - 1] )

€op €

where B is a solvent-independent parameter whose value depends on the
model and the molecular dimensions. The value of A ., varies from near zero
for very nonpolar solvents (for which €, = €,) to 1.0-1.5 eV for polar solvents;
thus A\, is usually the dominant term in eq 7.

A ou is a function of distance because B in eq 11 is a function of rp, [see
eq 10]. Also, N\, is slightly temperature-dependent, as both €, and €, vary
with temperature. For most solvents it is possible to express A, = Ay —
TAg, where Ay and Ag are enthalpic and entropic components of A\, re-
spectively; this emphasizes that \ is a Gibbs energy term. For most liquid
solvents A, does not vary by more than 5% over a 100 K temperature range.

Adiabatic vs. Nonadiabatic Electron-Transfer Reactions. Two
types of ET reactions can be distinguished according to the magnitude of
the electronic coupling energy H,, between the reactant and product states
(some authors use the symbol V for this term), defined by

Hy = g 3] ¥ (12)

where §° and §;° are the electronic wave functions of the equilibrium
reactant and product states, respectively; and 3, is the Born-Oppenheimer
(rigid nuclei) electronic Hamiltonian for the system.

The ET reaction is said to be adiabatic if H,, is moderately large, so
that the Gibbs energy surfaces interact as shown in Figure 3. Because the
surfaces are separated in the intersection region, the reaction always remains
on the lower surface as it proceeds through the transition state and the
transmission coefficient k. = 1 in eq 6. When H,, becomes so small that
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D|A

D|A
DYA

Figure 3. Adiabatic (a) and nonadiabatic (b) electron transfer. H,, is the
electronic coupling energy defined by eq 12.

the R and P surfaces no longer interact significantly, the ET reaction is said
to be nonadiabatic (this corresponds to k,; << 1 in eq 6). As indicated in
Figure 3b, the system will then usually remain on the D|A surface as it
passes through the intersection region and will return to the equilibrium
state of the reactant. Only occasionally does it cross over to the P surface,
bringing about the ET reaction.

The point at which a reaction is to be regarded as adiabatic or nonadi-
abatic varies with the system. However, Newton and Sutin (7) indicate that
for typical transition metal redox reactions, the point of demarcation is
H_, = 0.025 eV. H, falls off exponentially with distance between D and A.
Thus, adiabatic reactions are generally found in those cases in which D and
A are relatively close together. In practice, this means either van der Waals
contact of D and A in the reactant state or close coupling of D and A in an
intramolecular entity.

Quantum Mechanical Electron-Transfer Theories
for Nonadiabatic Reactions

Classical Marcus theory generally works well for ET reactions where k, =
1, corresponding to a unit probability of electron transfer at the transition
state (i.e., most adiabatic ET reactions). However, to explain ET reactions
where k, << 1 (i.e., most nonadiabatic ET reactions), a quantum mechanical
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approach to nuclear motion is required. We must introduce the concepts of
both electron tunneling from D to A and nuclear tunneling from the reactant
to the product states. This development dates from the work of Levich and
Dogonadze (16) and Levich (17), followed by several others (e.g., 18-22).

In the quantum mechanical model, the electronic coupling energy H ,
(eq 12) (which involves the overlap of the electronic wave functions of the
D and A moieties) and the overlap between the vibrational wave functions
of the reactant D|A state and the product D *|A~ state are of key importance.
The latter point is illustrated in Figure 4. The quantum mechanical inter-
pretation of thermal activation is that it permits the population of levels near
the intersection of the surfaces where vibrational overlap is significant. An
additional feature in the quantum model is that nuclear tunneling, accom-
panied by electron tunneling from D to A, is possible below the intersection
point. Because nuclei are relatively massive, nuclear tunneling must involve
only small displacements (~0.1 &) of nuclei from the reactant to the product
surface.

ET may occur nonadiabatically in three ways:

1. Electron tunneling at the transition state. When the reactant
and product states have the same nuclear configuration at the
intersection point, even though H, may be very small, there
is a finite probability of electron tunneling from D to A. This
is illustrated by wave function a in Figure 4. Even though the
probability of electron tunneling is generally temperature-
independent, the overall reaction rate will be temperature-

I~
S— </ >

p|la €

D+ A”

Figure 4. Potential-energy diagram for the quantum mechanical model of
electron transfer. The vibrational wave functions are shown symbolically to
illustrate the importance of vibrational overlap.
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dependent by virtue of the activation required to reach the
intersection point.

2. Activated nuclear tunneling. Even though the system may not
be at the intersection point, the surfaces are close enough for
nuclear tunneling from the R to the P surface to be possible.
If this takes place from a thermally activated state (e.g., wave
function b in Figure 4), the reaction rate will again be tem-
perature-dependent.

3. Temperature-independent nuclear tunneling. At very low tem-
peratures, all activated processes are very slow. There may
remain a perceptible temperature-independent ET rate aris-
ing from nuclear tunneling from the lowest vibrational state
of the reactant state to the product surface, as indicated by
wave function c in Figure 4.

The quantum model treats the whole donor—acceptor entity as one sys-
tem. Time-dependent perturbation theory gives the transition rate constant
w; from an initial level j in the reactant state to a set of levels i in the product
state as the Fermi “Golden Rule” expression

27
w; = 7 Hrp2 2 (Xei® | an°)2 d(ep — €nj) (13)

where xp° and Xy, are the vibrational wave functions for the equilibrium
product state at level i and the equilibrium reactant state at level j, respec-
tively; e and €y, are the vibrational energies of level i in the product state
and level j in the reactant state, respectively; the sum is taken over all
vibronic states (including solvent oscillators) in the product state; H , is the
electronic coupling energy defined in eq 12; & is a Dirac delta function that
ensures energy conservation (i.e., 8 = 0 if €p; # €3; & = lif €5, = €py).
<x»’ | Xg,">? is sometimes written as (FC); and called the Franck—Condon
factor for levels i and j.

The overall first-order rate constant is then obtained by summing w;
over all the vibrational levels j of the reactant state, each weighted by the
Boltzmann probability P(eg,)

eXp [ - an/kBT]

Pleg;) = (14)
(€n) > exp [ —ep;/kpT]
j
of finding the reactant state in the level j with energy €y;, so that
ker = 2 w; Pleg;) (15a)
]
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27

ke = S HR 3 S G0 | X Plenlen — &) (15b)
J 1
— 2w 2

where FCWD stands for Franck—Condon weighted density-of-states. As €g;
increases, <xp | Xz, "> increases but P(eg;) decreases.

In a full quantum analysis, the sum in eq 15b is taken over all internal
and solvent vibrational modes. However, the solvent vibrations usually occur
at low frequencies and are often treated classically, leaving only the relatively
high-frequency internal modes to be treated quantum mechanically. In this
analysis, eq 15b can be rewritten as the semiclassical Marcus equations (8,
9)

2
ker = = Hy? (4mhoukyT) ™

x 2 e | X
i

AG® + €p — € + Aout)z] (16)

X P(eg;) exp [ X
where A, is the solvent reorganization energy.

In some treatments [e.g., that of Jortner (20); see also Meyer (23), Miller
et al. (24), and Brunschwig and Sutin (25)] it is assumed that the relevant
high-frequency vibrations in the reactant state can be replaced by one av-
eraged mode with a frequency v. Equation 16 then reduces to

2
kET = % l;-lrp2 (41[)\0“(’(3’11)-1/2
o [eSsm Aot + AG® + mhv)?
- 17
X ,,,2:0[ ml ]e"p[ ks T (7a)

where m is an integer and

w
I

(17b)

T
S E

Eq 17a maximizes at the point where —~AG® ~ A\, + A, = \. In the
normal region (-AG® < \), eq 17a is represented very well (see Figure 6)
by the simplified expression

_2mo, -1/ _(h+ AGO?
kET = Hrp (41TA kB T) exp 4N kB T

P (18a)
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This is called the “high-temperature limit” of the semiclassical Marcus
expressions. Equations 17a and 18a track each other very well in the normal
region, and thus eq 18a is often used in that region even though the con-
ditions do not justify the high-temperature limit. Equation 18a is equivalent
to eq 6 with

kv, = 27“ H,? (4mhkyT)~ 12 (18b)

Thus, the classical Gibbs energy diagrams can be retained, provided that
KV, is reinterpreted according to eq 18b.

The Inverted Region. The situation depicted in Figure 2d and in
more detail in Figure 5 is the Marcus inverted region where ~AG° > \.
This is an important concept because it indicates a strategy for slowing down
a highly exergonic charge recombination reaction following an energy-storing
charge separation reaction. According to classical Marcus theory (eq 6) log
kg should first increase as the reaction becomes exergonic, reach a maximum
when ~AG® = \, and then decrease quadratically with —AG° in the inverted
region. However, we have seen that classically ET can occur only at the
intersection point of the two surfaces; there may be a more effective route
via quantum mechanical nuclear tunneling from the reactant surface to the
product surface, in which case eq 15a, 16, or 17a may apply. This condition
is likely to be particularly important in the inverted region, where the
vibrational wave functions of the reactant and product states are embedded

~— Figure 5. Embedded reactant and prod-
+1 A- uct vibrational wave functions in the in-
D I A verted region.
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(as shown in Figure 5), so the Franck—Condon factors are much larger than
in the normal region. Siders and Marcus (26) have shown that, if nuclear
tunneling is taken into account, a falloff in log kg is still expected in the
inverted region, but it is predicted to be approximately linear in —~AG° rather
than quadratic. Figure 6 illustrates this effect. Curve a corresponds to the
classical Marcus expression (eq 6). Curves b, ¢, and d have been calculated
by using the semiclassical expression (eq 17a), with three different vibrational
frequencies v. There is relatively little difference between the results for eq
17a and 18a in the normal region (this is the justification for using eq 18a
in the normal region), but marked differences occur in the inverted region.
Thus, eq 18a must not be used in the inverted region.

There have been many attempts to detect the inverted region predicted
by Marcus theory, but until 1984 almost all failed to observe a significant
decrease in rate constants at high exergonicities. However, Creutz and Sutin
(27) did observe a few bimolecular examples showing a slight decrease in
rate constant for ~AG° > 1.5 eV.

The first indication that the inverted region might exist came from a
study by Beitz and Miller (28) of the reactions of electrons trapped in a
glassy matrix. The first definitive observations were made in 1984 by Miller
et al. (24) on intermolecular charge-shift reactions between the biphenyl
radical anion and various acceptors in a rigid low-temperature glass, and in
an elegant study by Miller et al. (29) of intramolecular ET from the biphenyl
radical anion to various acceptors separated by a rigid hydrocarbon linkage.

10 T
8
;'; 6/ n?gé?:r{ 4—:-> inrveeé'ig%d \‘\‘}')
~ 1 NN
84 | ™9
1 R
5 : b)
, a) °,
O 1 : 1 1
0 05 1.0 15 20 25 30

-AG%/eV

Figure 6. Variation of log ker with the exergonicity (-AG®) of the reaction.

Curve a was calculated by using the simplified semiclassical expression (eq

18a) with N = N, + Ao curves b, ¢, and d were calculated by using a

semiclassical expression (eq 17) with vibrational frequency v = 750, 1500,

and 2250 cm™, respectively. Ni, = 0.20 eV; Ao, = 0.80 eV; H,, = 0.0003 eV;
and T = 300 K.
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Since then several other workers (30-35) have found strong evidence for the
inverted region.

Kakitani and Mataga (36) have proposed a modification to Marcus theory.
They suggest that because of dielectric saturation in the first solvent shell
around ionic components, the curvature (i.e., \) of the Gibbs energy surfaces
should be much larger for ion pairs than for neutral or singly charged entities.
From their analysis they predict that charge separation reactions should
enter the inverted region only at very large values of —~AG’; whereas the
charge-recombination reactions should enter the inverted region at much
smaller values of ~AG®. Thus, the lifetime of the charge-separated products
should be increased helpfully. This theory has recently been modified and
extended (37) and may account for the nonobservance of the inverted region
in the bimolecular fluorescence quenching reactions of Rehm and Weller

(38).

Effect of Solvent Dynamics. We have so far implicitly assumed that
the molecular and solvent reorganization required as an ET reaction passes
from the reactant state to the transition state can keep pace with the rate of
electron transfer. But as kz; becomes very large, kgp ™ becomes comparable
with the time required for solvent molecules to reorient, and the observed
ET rate is then determined primarily by solvent dynamics. Zusman (39) first
considered this effect, which has since been treated by several groups
(40—46). In some instances, ET becomes nonexponential or multiexponential
(47). In other cases, a single exponential decay is still found, which can be
described by the following modification to eq 18a

1 O\ + AG)e
e | Y| 0

where g is an “adiabaticity” factor defined by

For = 28 H 4\ kyT) 1 [ :

g = ket™ F 1L (20)

where kg™ is the (nonadiabatic) value of kzr when g = 0, F is a function
of the ratios \,,/\,, and AG*/kyT, and 7| is the “constant charge” solvent
dielectric relaxation time given by

(21)

. = Tp

e

where 7y, is the usual “constant field” dielectric relaxation time (48). For
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typical solvents of moderately low viscosity, 7, is in the range 1-500 ps.
Marcus (49) notes four limiting cases reached from eq 19:

1. The slow reaction limit where the solvent relaxation rate is
rapid compared with the intrinsic ET rate (1, >> kg™);
in this limit g << 1 and eq 17a or 18a apply.

2. The fast reaction limit where the intrinsic ET rate is rapid
compared with the solvent reorientation rate (kg™ >> 1, 7);
in this limit g >> 1 and the observed kg « 7.7%).

3. When AG*/kgT is small, kg™ becomes fast. If, in addition,
Nin/ N ou is small, F approaches unity and kgy approaches 7.

4. When A\, /M, is large enough, F tends to zero, even when

AG*/kgT is small; kg then becomes independent of 7, and
approaches kg™,
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Nuclear and Electronic Factors
in Electron Transfer

Distance Dependence of Electron-Transfer Rates

Norman Sutin

Chemistry Department, Brookhaven National Laboratory, Upton, NY 11973

The factors that determine the distance dependence of electron-trans-
fer rates are discussed in terms of current models. These models are
used to analyze recent data on intramolecular electron-transfer rates
in bridged systems. It is found that, in certain systems, the distance
dependence of the nuclear factor is larger than that of the electronic
factor, although the opposite is true in other systems. Theoretical
models are available for calculating the dependence of the nuclear
factor on separation distance, and a great deal of progress has been
made in deriving expressions describing the distance dependence of
the electronic factor. Despite these achievements, there is still con-
siderable uncertainty regarding the values of certain of the key pa-
rameters to be used in calculating the magnitudes of the electronic
coupling elements in complex systems.

RECENT STUDIES OF MODEL COMPOUNDS (1-8) and naturally occurring
systems (9—21) have led to a deeper understanding of the factors determining
the distance dependence of electron-transfer rates. These studies have shown
that the nuclear and electronic factors both decrease with increasing sepa-
ration of the redox sites. This finding is in accord with theoretical predictions
(22-28). This chapter presents some recent results on the distance depen-
dence of optical and thermal electron-transfer rates. It includes examples of
how studies of model systems can provide information about the detailed
electron-transfer pathways in complex, naturally occurring systems.

0065—2393/91/0228—-0025$06.00/0.
© 1991 American Chemical Society

In Electron Transfer in Inorganic, Organic, and Biological Systems; Bolton, J,, € a.;
Advances in Chemistry; American Chemical Society: Washington, DC, 1991.



Publication Date: May 5, 1991 | doi: 10.1021/ba-1991-0228.ch003

26 ET N INORGANIC, ORGANIC, AND BIOLOGICAL SYSTEMS

Theoretical Framework

The focus of this chapter will be intramolecular electron transfer at room
temperature. First, the formalism that will be used is outlined. Nuclear
tunneling corrections will be neglected; such corrections are not large unless
the temperature is low or the activation process involves changes in high-
frequency modes. In the absence of such effects, the first-order rate constant
for intramolecular electron transfer between a donor and an acceptor site
can be expressed as the product of an electronic transmission coefficient k),
an effective nuclear vibration frequency v, that destroys the activated com-
plex configuration, and a nuclear factor k, (eq 1) (22, 29-33)

k = kyV.K, 1)

The electron-transfer reaction is adiabatic (k. ~ 1) when the probability of
electron transfer in the activated complex is high, and nonadiabatic (k4 <<
1) when the electron-transfer probability is low. Within the Landau-Zener
treatment of avoided crossings, k. is given by

o 1w (52)]

K = (23)
— Vel
2 — exp ( o, )
H 2 1/2
v = ()\ZT) (2b)

where v, is the electron-hopping frequency in the intersection region (Fig-
ure 1), H , is the electronic coupling matrix element, \ is the reorganization
parameter, i = h/2mw, R is the universal gas constant (cal/deg), and T is
absolute temperature. Equation 2 shows that k,; = 1 (i.e., the reaction is
adiabatic) when v, >> 2v, and that k,, = v,/v, << 1 (i.e., the reaction
is nonadiabatic) when v, << 2v,. For nonadiabatic reactions, the product
KV, is independent of the nuclear vibration frequency and is given by eq
2b. Because H, and \ have opposite distance dependences and because of
the A2 in the denominator of eq 2b, the distance dependence of the elec-
tronic factor for a nonadiabatic reaction (v,) may be larger than that of H %
This difference may be appreciable when the distance dependence of \ is
large, as is the case for electron transfers in polar media.

Provided that the free-energy surfaces representing the reactants and
products are harmonic with identical “reduced” force constants, the classical
nuclear factor k, is given by eqs 3-5. In these expressions AG* is the
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Free Energy

Nuclear Configuration

Figure 1. Free energy of the reactants (left parabola) and products (right
parabola) as a function of nuclear configuration (reaction coordinate) for an
electron-exchange reaction (AG® = 0). The splitting at the intersection of the
curves is equal to 2H,,, where H,, is the electronic coupling matrix element.
N is the vertical difference between the free energies of the reactants and
products at the equilibrium nuclear configuration of the reactants. Thermal
electron transfer occurs at the nuclear configuration appropriate to the in-
tersection of the reactant and product curves.

contribution to the free energy of activation from the nuclear reorganization,
and AG° is the free-energy change for the electron transfer.

—_ AG*
K, = exp ( RT ) @)
0\2
age = A LGY @
A=Ay + Agw ®)

Reorganization Energy

The reorganization parameter \ is equal to the energy difference between
the reactants’ and products’ free-energy surfaces at the reactants’ equilibrium
nuclear configuration when AG°® = 0 (Figure 1).  contains a contribution
from each mode that undergoes a displacement as a consequence of the
electron transfer. Two broad classes of contributions to A are generally dis-
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tinguished: A, is associated with (generally fast) changes in the intramolecular
(inner-shell) bond distances and angles; \ ,, is associated with (slow) changes
in the polarization of the surrounding medium (outer-shell). A, depends
upon solvent polarity, on the separation of the redox sites, and (for a given
separation) on the shape of the molecule (34-36). In the case of proteins or
other macromolecules, conformational changes may be included in either
Min» Aows OF AG®, depending upon the time scales for the structural changes
(37, 38).

The magnitude of A, is generally calculated from a classical model in
which the medium outside the inner-coordination shells of the reactants is
treated as a dielectric continuum with a polarization made up of two parts,
a relatively rapid electronic contribution and a slower vibrational-
orientational response. For the case of spherical donors and acceptors of
radii ap and a, with a center-to-center separation distance r, A, is given
by eq 6 with €, and €, equal to the optical and static dielectric constants of
the bulk solvent, respectively (29)

2 1
Lo_@er(1 1 1)(1_1 o
41T€0 2aD 2aA r €op €

where Ae is the charge transferred in the reaction and €, is permittivity of
vacuum. Expressions for A, are also available for the case in which the two
redox sites are located in an ellipsoidally or spherically shaped molecule (29,
34, 35). In all cases A\, increases with increasing separation of the redox
sites. AG® may also depend on r, because AG*(r) = AG(r=») + w, - w,
where w, and w,, are the work required to bring the two redox sites to their
separation distance in the reactant and product states, respectively. Con-
sequently, in addition to the distance dependence of \, that of AG® also
needs to be considered in interpreting measured electron-transfer rates.

The consequences of changes in AG® and A depend upon whether the
reaction is in the normal or the inverted regime and can be quite complex.
In the normal regime (JAG°| < \), AG* decreases and the rate constant
increases as the driving force for the electron transfer becomes more favor-
able (eq 4). When [AG°| = \, AG* = 0, k, = 1, and the reaction is
barrierless. If the driving force is increased even further (AG°| > \), AG*
will increase and the rate constant will decrease with increasing driving
force. This is the inverted regime.

The difference between the normal and inverted regimes can be further
illustrated by considering the variation of the rate constant with N. Again,
the rate is maximal when A = |AG®|. When A > |AGY, increasing \ increases
AG* and decreases the rate. By contrast, when |[AG® > X, increasing \
decreases AG* and increases the rate. Thus, the rate responds oppositely
to changes in \ in the normal and inverted regions. Because N decreases as
either reactant separation, solvent polarity, or structural differences dimin-
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ish, such changes promote rapid electron transfer in the normal regime but
lead to decreased rates in the inverted regime. These effects need to be
kept in mind in interpreting the distance dependence of electron-transfer
rates. For example, as previously discussed (36), a rate maximum as a function
of reactant separation may be observed in the inverted region under suitable
conditions.

The Electronic Factor

In terms of eqs 1-3, the rate constant for nonadiabatic electron transfer is
given (22, 29-33) by

2 1/2
k = E;ZL (-)\%].‘) ¢~ AG*/RT )

The exact dependence of H,, on the distance separating the redox sites
remains an open question and will, in general, depend on the nature of the
particular system. For many systems H,, appears to decrease exponentially
with increasing separation distance (eq 8)

H,, = H.' exp (;Eﬁ_’_’z__’b)) ®)

where H,° is the value of H,, at r = ry, r, is the close-contact separation
of the redox sites, and B measures the rate of decrease of the electronic
coupling with separation. If H,,° is sufficiently large (>50 cm™) so that
Vg ~ V, at ry, then the electron transfer will be essentially adiabatic at r =
r, (more exactly, the condition v, = v, gives k; = 0.57) (38). Under these
conditions the rate constant at separation distance r is given by

k = v,e Br-rdg-AGHERT (9a)
where the factor 0.57 has been neglected. Alternatively, if the electron

transfer is nonadiabatic at r = r,, then the rate constant at separation distance
r is given by

V2
k = %’gﬁ (%‘) ¢~ Br—r0g—AGRT (9b)

Another parameter that is useful for discussing the distance dependence
of the electronic coupling element is the dimensionless quantity a. In the
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case of two redox sites linked by a single chain consisting of n equivalent
bridging units (spacers), a is defined by eqs 10a—10c

H,=H)a" (10a)
n = C:lﬂ (10b)
ha= :2El (10c)

where [ is the length of the bridging unit. Essentially, a is the multiplicative
factor by which H, changes (decays) per bridging unit, where the bridging
unit may be a bond (e.g., a C—C or a C-N bond) or a group of atoms (e.g.,
an amino acid residue) (24, 28); in the latter case, a is the product of the
decays for the individual C-C, C-N, and N-C bonds. In certain applications
it is convenient to consider an average a for the bonds in the group (e.g.,
an average a for the C—C, C-N, and N—C bonds in the amino acid residue)
(24).

Because of the decreased coupling with increasing separation, most
reactions will be nonadiabatic at large separations of the redox sites. How-
ever, there is a caveat: Equation 2a shows that the relevant parameter
determining the degree of adiabaticity is not H,, but the ratio vy/v,. As a
consequence, a reaction may remain adiabatic even up to large r if v, is
sufficiently small. For example, certain long-range electron transfers in me-
talloproteins might be adiabatic if coupled to a sufficiently slow protein-
conformation change (38).

When the coupling of the redox sites is sufficiently weak (i.e., at large
separations of the centers), H,, may be calculated by use of perturbation
theory. Consider the case of n sequential bridging units depicted in Scheme 1.

In this scheme the bridging units are either coupled to one another
(H;;41) or, in the case of the terminal units, to the redox sites (Hp, for the

B1
_ B3 Bn
H H12~ B2 .- - SSmesmSTeSTemSmemEmeseseeTes —
: H '
Hp; | 23 :
H H HnA
s Ep - Es =.
: Il
D A
Scheme 1.
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donor site and H ,, for the acceptor site), E is the donor (or acceptor) energy,
and E; is the energy of bridging unit i. For this case the perturbation method
yields eq 11 for H , (39—45).

HpyH,, "'1( Hi;, )
H_ = - 11
®  Ep - E £Il Ep — Eiyy an

If all of the bridging units are identical (H,;,; = Hyp, Ep — E;; = AEpy),
then H,,, B, and «a are given by eqs 12a—12c, where Hyjp is the coupling
between adjacent bridging units.

_ HpgHyy" 'Hy,

H, = BEL) (12a)
2 AEDB

o= (1) (52 -

a = %ﬁ- (12¢)

Although mediation via the LUMO (lowest unoccupied molecular orbitals)
of the bridge (electron-type superexchange) is depicted in Scheme 1, me-
diation via the HOMO (highest occupied molecular orbitals) of the bridge
(hole-type superexchange) can be treated in an analogous manner.
Alternative approaches are available for calculating H ; in systems where
the coupling element is fairly large (i.e., when a — 1) (40—43). In an approach
based upon extended Hiickel theory, 2H , is taken as equal to the difference
between the energies of the lowest unoccupied and highest occupied mo-
lecular orbitals that span D and A (one molecular orbital is symmetric and
the other antisymmetric with respect to D and A). The coupling can be
calculated by use of a partitioning method (40—43). For two redox sites
connected by a single bridge of n atoms, this procedure gives eq 13

A1, 0y

—_— 13
ED - EBv ( )

Hrp = HpH,, Z

14

where Hy,, and H,, are the coupling elements between the orbitals of D
and A and the atomic orbitals of the adjacent bridge atoms 1 and n, re-
spectively; a,, and a,, are the coefficients of the vth bridge molecular orbital
at the atoms bonded to D and A; Ejy, is the energy of the vth molecular
orbital of the bridge; and the summation is over the molecular orbitals of
the bridge. Equation 13 shows that, for a bridge orbital to contribute sig-
nificantly to the coupling pathway, the coefficients of the terminal atoms
need to be relatively large and the energy of the bridge orbital needs to be
fairly close to that of the donor (or acceptor) orbital.
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Values of H; and of a per bond for substitution in these expressions can
be obtained by use of the Wolfsberg—Helmholtz approximation (46)

H, = L"E(ﬂﬁg_ﬂzz)ﬁﬁ (14a)
oy ~ (Hy + HySy (14b)

[Es — (Hy + Hyl2]

where H; and H;; are the energies of the orbitals involved in the bond and
S is their overlap.

Note that o and B are not universal properties of the bridge, but also
depend upon the energies of the donor and acceptor orbitals and upon their
symmetries.

Relationship Between the Coupling Elements for Thermal and
Optical Electron Transfer

Information regarding the magnitude of the electronic coupling element can
be obtained from the intensities of the metal-to-metal charge-transfer
(MMCT) transitions in mixed-valence systems. In symmetrical systems the
effective coupling element for the optical electron transfer is related to the
intensity of the MMCT transition by (47, 48)

_2.06 x 1072

H (cm™) "

(emaximaxAil /2)112 (15)

where r is in angstroms, €, is the molar absorptivity coefficient, v, is the
transition maximum in reciprocal centimeters, and AV, is the full width of
the (Gaussian-shaped) MMCT band, also in reciprocal centimeters.

The effective electronic coupling element determined from the intensity
of the MMCT transition (eq 15) is not necessarily equal to the electronic
coupling element determined from rate measurements (eq 7). Optical elec-
tron transfer occurs at the equilibrium nuclear configuration of the reactants;
thermal electron transfer occurs at the nuclear configuration appropriate to
the intersection of the reactant and product surfaces (Figure 1). Conse-
quently, H,, will be different for optical and thermal electron transfer to the
extent that the electronic wave functions for the (zero-order) reactant and
product states depend upon their nuclear configurations.

The differences between the coupling elements for optical and thermal
electron transfer will be even larger when the coupling is dominated by
superexchange interactions because the degree of mixing of the reactant and
product states with the bridge state depends on their energy separation and
therefore upon the nuclear configuration at which the transfer occurs (49-51).
This situation can be illustrated by considering a symmetrical three-state
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system in which three energy surfaces—the reactant state (R), the product
state (P), and the donor-to-bridge charge-transfer state (S)—have identical
force constants. For such a system

AEL(Q¥) = BEQ¥) = Ecr — 3 (16)
AEps(Qro) = ECT = A (160)

where Q* and Q.° denote the nuclear configuration at the intersection region
and the reactants’ equilibrium configuration, respectively (Figure 2). The
effective electronic coupling elements in the superexchange mechanism are
proportional to the reciprocals of the relevant energy differences (eq 17a);
the particular proportionality constants for the reciprocal energy differences
in the optical case (eq 17b) are derived in ref. 49.

1
Hrp(th)“m (17a)
1( 1 1
Hylop) = 5 (AEB<Q,°> ¥ AEPS(Q:’)) (7b)
S,
D*B"A
E
§?) cr ECT-A/Z
(]
c
(1]
R, N P,
DBA D*BA~ = ABD
asliar
Q° Q* Qp°

Nuclear Configuration

Figure 2. Energy surfaces for the zero-order reactant (R), product (P), and
charge-transfer (S) states for electron transfer in a symmetrical bridged system.
Ecr is the energy for the donor-to-bridge charge-transfer transition.
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It therefore follows that, for Ec; >> \/2, the ratio of the effective electronic
coupling elements for thermal and optical electron transfer is approximately
given by eq 18.

2
Hy(th) _ ( /2 ) 18)
H,,(op) Ecr — N2

Although the foregoing treatment has been illustrated by considering mixing
with a metal-to-bridge charge-transfer excited state (i.e., for electron su-
perexchange), an analogous set of equations can be written for mixing with
a bridge-to-metal charge-transfer excited state (i.e., for hole superexchange).
Thus eq 18 is quite general and is applicable to symmetrical three-state
systems with E ¢ representing either the metal-to-bridge or the bridge-to-
metal charge-transfer energy at the equilibrium configuration of the initial
state.

Equation 18 shows that H,(th) ~ H (op) when E¢; >> A/2 and that
H (th) << H (op) when \ is large or the bridge state is relatively low-lying.
(However, the perturbation treatment may no longer be valid in the latter
limit.) In a polar medium A will increase with increasing separation of the
redox sites. To the extent that this effect is dominant, H,(th) will be smaller,
and increase faster with redox site separation, than H (op).

Polyene-Bridged Systems

The energies and intensities of the metal-to-metal charge-transfer (MMCT)

absorption bands in symmetric polyene-bridged diruthenium systems (eq
19) will be considered first.

(N H3)5Ru"py(C H=CH), PYRUIH(N H;)s

hv=E,

— [(NHy);Ru"'py(CH=CH), pyRu"(NH,);]*  (19)

For such systems the energy of the MMCT band maximum is given by (47,
48)

Eop = Kout + Kin + AEex (20)

where AE., is the spin-orbit excitation energy of the product state [~0.25
eV for the diruthenium systems (2, 34)]. Data for the n = O and n = 1
complexes in D,0 have been available for a number of years (52). Spectral
results for the n = 2-4 complexes in nitrobenzene have recently been
reported (6), but the interpretation of the data is complicated by the fact
that the MMCT absorption bands are not well resolved from the metal-to-
ligand charge-transfer (MLCT) transitions. The absorption bands for the
n = 2-4 complexes in nitrobenzene have been deconvoluted by assuming
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a Gaussian band-shape (53), and \ values in D,0O were then calculated from
the N values in nitrobenzene by correcting for the different (1/¢, — 1/¢,,)
values for the two solvents (30).

The \ values for the n = 2—4 complexes in D,0 estimated as described,
together with the \ values for the n = 0,1 complexes calculated from the
measurements in D,0, are plotted vs. the metal-metal distance in Figure
3, which also includes \ values calculated from the two-sphere (dashed curve)
and ellipsoidal (solid curve) models (34). In these calculations a value of 0.18
eV was used for \,, and 4.05 A was taken for the radii of the end spheres.
The calculated N values for all of the polyene-bridged complexes lie above
the experimental values, possibly due to specific solvent interactions (54-57).
Ion pairing may also be important for such highly charged complexes (55).
Moreover, the A, calculations assume that a full unit of electronic charge
is transferred in the optical excitation. This may be a poor assumption be-
cause, as a result of mixing with the MLCT state, some metal electron density
resides on the pyridine ligand (57). This delocalization will decrease the
dipole moment change and lower the A, value.

(NH3)5Ru @—(~ CH =CH_)n_© Ru(NH3)3*

0] 1 2 3 4

1.5

A, eV

1.0 - —
| l

10 15 20
r, A

Figure 3. Plot of \ vs. separation distance for the polyene-bridged (n = 0—4)

diruthenium complexes. The squares are the experimental data (refs. 6 and

52) and the results for then = 2—4 complexes have been corrected as described

in the text. The solid and dashed curves were constructed with .. values

calculated from the ellipsoidal (ref. 34) and two-sphere models (eq 6), re-

spectively. A value of 0.18 eV was used for N, and 4.05 A was taken for the
radii of the end spheres.
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The values of In H,, for the polyene-bridged systems, calculated from
the intensities of the MMCT transitions (eqs 2 and 15) with the concentrations
corrected by using K = 10 for the comproportionation constant (53), are
plotted vs. r in Figure 4 (open circles). As discussed for A, the data used
to calculate H,, for the n = 2—4 complexes were obtained by deconvoluting
the published MMCT spectra in nitrobenzene (53); H,, for the n = 0,1
complexes was calculated from spectral data in D,O. Despite the approxi-
mations made, this analysis is justified because the H, value for the n = 2
complex derived here for nitrobenzene (270 = 30 cm™) is very similar to
the value obtained from recent measurements in D,O (58). The value of B
(eq 8) is only 0.2 A™%, and the value of a per bond is 0.9. A recent detailed
calculation (51), in which allowance is made for changes in the coplanarity
of the pyridine rings with the number of bridging groups, gives B = 0.25
AL These values are consistent with the interpretation that the polyene
bridge is acting as a “molecular wire” in these w-bonded systems (6).

For purposes of comparison with other systems, values of In k, (calcu-
lated from the energies of the MMCT transitions) for the polyene-bridged
diruthenium systems and In k ; (calculated from the intensities of the MMCT
transitions, eqs 2 and 15) are plotted vs. r in Figure 5. It is apparent from
this figure that the k values for all the complexes are close to unity, a result
suggesting that the thermal electron transfers in these systems are likely to
be adiabatic. This conclusion persists even after corrections are made for
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Figure 4. Plot of In H,, vs. separation distance for the polyene-bridged ruthe-
nium(11 )-ruthenium(I11) complexes (open circles) and the polyproline-bridged
osmium(11)—ruthenium(III) complexes (closed circles).
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the difference between H (th) and H,(op) (eq 18). Interestingly, thermal
electron transfer from Fe™(CN); or Ru(NH,),(H,0) to Co™(NH,); via the
same bridging ligands also appears to be adiabatic (7, 59, 60). Because of
the large A\, for the polyene-bridged complexes, k, << 1 for these systems
and the distance dependence of In k, is much steeper than that of In k.

Not all extensively conjugated ruthenium centers are strongly coupled.
For example, the metal-metal electronic coupling in the phenyl-bridged
complex (NH ,);Ru"py(ph),,pyRu™(NH,); where n = 1,2 is relatively weak,
possibly because the aromatic rings are rotated about 40° relative to one
another (61); the lack of coplanarity of the rings presumably reduces the =-
interaction of the two ruthenium centers.

Polyproline-Bridged Systems

Extensive data are available for thermal electron transfer within polyproline-
bridged Os(II)-Ru(III) complexes (eq 21)

(NH3)s0s™iso(proline),~Ru™(NH,)s
—£ 5 (NH,);0s!"iso(proline),~Ru(NH,)s (21)

where iso is the isonicotinyl residue (2). Values of the activation energy
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Figure 5. Plot of In x4 and In k,, vs. separation distance for the polyene-bridged

(n = 0—4) ruthenium(I1)-ruthenium(I11) complexes. The results for the n =

24 complexes in ref. 6 have been corrected as described in the text. The

parameters were derived from the energies and intensities of the metal-to-
metal charge-transfer transitions.

In Electron Transfer in Inorganic, Organic, and Biological Systems; Bolton, J,, € a.;
Advances in Chemistry; American Chemical Society: Washington, DC, 1991.



Publication Date: May 5, 1991 | doi: 10.1021/ba-1991-0228.ch003

38 ET IN INORGANIC, ORGANIC, AND BIOLOGICAL SYSTEMS

(natural log of the nuclear factor) and entropy (natural log of the electronic
factor) as a function of the distance separating the two metal centers were
determined from the temperature dependence of the rate as a function of
the number of proline units in the bridge. Unlike the polyene-bridged system
already discussed, both the nuclear and electronic factors for the polyproline-
bridged system are << 1, with the distance dependence of the electronic
factor (slope 0.68 A~!, Figure 6) being smaller than that of the nuclear factor
(slope 0.91 A™Y).
The values of In H,, for the polyproline-bridged systems are plotted vs.

r in Figure 4 (closed 01rcles) The value of B is 0.60 A"l considerably larger
than the value for the polyene-bridged system (0.2 A™Y). The average value
of a per bond is also smaller for proline than for ethylene. Thus the saturated
polyproline bridge is a poorer electron mediator than the conjugated polyene
bridge for this combination of donors and acceptors. In terms of eq 12¢, this
condition arises, in part, because the energy of the LUMO of the bridge is
considerably higher for polyproline than for polyene, while the average of
the redox potentials of the donor and acceptor sites is only about 0.3 eV
more positive for the polyene than for the polyproline system. By use of the
same approach that leads to eq 13, Siddarth and Marcus (62) have calculated
that B = 0.75 A for the polyproline-bridged Os(I)-Ru(III) system, in fair
agreement with the experimental value of 0.60.10\"1. However, their calcu-
lated H,, values are much larger than the experimental values.

An(x;j)

| 1 | ] | 1
12 14 16 18

r, A

Figure 6. Plot of In x4 and In k, vs. separation distance for the polyproline-
bridged osmium(I1)-ruthenium(I11) complexes (2). The parameters were de-
rived from measurements of the temperature dependence of the rate.
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As discussed, B and a are energy-dependent quantities, and the prox-
imity of the energy of the transferring electron [average of the donor and
acceptor redox potentials, converted to an absolute energy scale (24)] to the
energy of the HOMO or LUMO of the bridge is an important parameter.
Consistent with this finding, the value of B for electron transfer in the proline-
bridged (bpy )Ru"-Co™ system (Table I) is a factor of 2 smaller than B for
the proline-bridged Os(II)-Ru(I1I) system considered. The smaller B for the
former system could arise from the lower average redox potential of its redox
sites; this smaller B would result in more efficient mixing of the donor levels
with the unoccupied molecular orbitals of the proline bridge.

Electron transfer in the totally organic tyrosine(proline),tryptophan sys-
tem (64) affords an interesting comparison with the mixed-metal complexes.
The electron transfer in the bridged tyrosine—tryptophan system is from the
tyrosine to the neutral indolyl radical, formed by oxidation of the tryptophan
side chain by a pulse radiolysis method, and is accompanied by proton
transfer (eq 22). The latter may or may not occur in concert with the actual
electron transfer.

(HO)Tyr(Pro),(Trp+) — (O-)Tyr(Pro),TrpH (22)

The distance dependence of the electron-transfer rate constant in the
tyrosine—tryptophan system (slope of In k vs. r is ~0.3 A~ for n = 1-3),
and consequently also the distance dependence of the electronic factor is
much smaller than that observed for the Os(II)-Ru(III) system and similar
to that found for the (bpy )Ru”-Co™ system. At first sight the latter result
is surprising because the redox potentials for the indolyl and phenol side
chains of histidine and tyrosine residues are quite positive (64). However,
hole transfer (rather than electron transfer) may be more important in this
system than in the mixed-metal complexes, where the redox potentials of
the redox sites are lower. The increased importance of hole transfer could
account for the relatively low B value for the organic system.

Table I. Distance Dependence of the Electronic Coupling Element

System Method® f, A1 a, a, Ref.
(NH,);Rupy(CH=CH),pyRu™(NH);  Op 02 08 09 6
(NH,);Os"iso(Pro),Ru™(N H,)s” Th 0.60 0.41 0.74 2
(bpy),Ri"L(Pro),Col(NH,);¢ Th 030 064 086 63
Tyr(Pro), Trp¢ Th =0.3 =06 =0.8 64

NOTE: H,, decays by the multiplicative factor a, per group (or residue) or a factor o, per bond;
Bl = —21n a, where [ is the length of the bridging unit.

“Op and Th denote whether the parameters are based on measurements of optically or thermally
induced electron transfer.

*iso denotes isonicotiny] residue, Pro denotes proline; each proline residue extends the bridge
by three o bonds.

“The electron donor is the bipyridine radical anion (bpy~). The proline residues are attached
by an amide linkage to bis(2,2'-bipyridine)(4-carboxy-4'-methyl-2,2'-bipyridine)ruthenium(II).
“The electron donor is tyrosine (Tyr) and the acceptor is oxidized tryptophan (Trp).
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As these examples show, the distance dependence of the nuclear and
electronic factors can be quite large—and different. The dependence of the
nuclear factor on separation distance will be small when the medium is
nonpolar (unless AG® has a large distance dependence) or when |AG®| ~ \,
that is, when the reaction is barrierless. The distance dependence of the
electronic factor k., but not necessarily that of the electronic coupling ele-
ment H,,, will be small when the reaction is adiabatic and large at large
separations of the redox sites. The distance dependence of the coupling
element depends on the nature of the bridging group and, for a given
bridging group, on the potentials of the redox sites.

Electron Transfer in Metalloproteins

This section illustrates how the results obtained for model systems can be
used to evaluate possible electron-transfer pathways in more complex sys-
tems. Specifically, the distance dependence of the electronic coupling ele-
ment for the polyproline-bridged Os(II)-Ru(IIl) system is used to compare
the magnitude of the coupling provided by different pathways for the electron
transfer from the Ru"(NH,); attached to histidine-33 of cytochrome ¢ to the
heme iron(III).

The value of H, for the derivatized cytochrome c system, derived from
rate measurements and from comparisons with related systems, is 0.03 cm™
(20). As a basis for discussion of the electron-transfer pathway in the deriv-
atized cytochrome c, the factor of 0.41 for the decay of H,, per amino acid
residue in the Os(II)-Ru(III) polyproline-bridged system is assumed to be
applicable also to the Ru(II)-Fe(III) cytochrome ¢ derivative. The average
of the redox potentials of the donor and acceptor sites is not very different
in the Os(I)-Ru(III) polyproline-bridged and Ru(II)-Fe(III) cytochrome ¢
systems. Thus this approach is justified to the extent that the energetics for
mediation by the polyproline and cytochrome ¢ polypeptide bridge residues
are similar; it would break down, for example, if the polypeptide chain
contained many aromatic residues. The latter is not the case for cyto-
chrome c.

In a through-bond pathway, the electron transfer proceeds exclusively
via the tortuous polypeptide chain of the protein. In other words, the electron
transfer from the ruthenium(Il) bound to the histidine-33 proceeds via the
14 intervening amino acid residues to the histidine-18 attached to the heme
iron(Ill). If H_° is assumed to be ~10 cm™, then the value of H,, for
mediation by 14 amino acid residues is estimated to be 10(0.41)* or ~5 X
1075 cm™, almost 3 orders of magnitude smaller than the experimental value
(20) of 0.03 cm™. This disparity strongly suggests that the electron transfer
in the ruthenium-derivatized ferricytochrome ¢ does not proceed “along”
the protein backbone.
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The experimental H,, of 0.03 cm™, with H,,° ~ 10 em™ and a = 0.41
per amino acid residue, suggests that fewer than seven amino acid residues
mediate the coupling. Consequently, paths that jump or short-circuit the
polypeptide chain are invoked. Such paths could involve electron transfer
via hydrogen bonds formed across bends in the polypeptide chain, or could
be “through space”, possibly via aromatic side chains of amino acids suitably
positioned along the protein backbone (24). The couplings provided by such
short-circuit pathways are likely to be very distance- and orientation-de-
pendent. On the basis of an examination of the structure of cytochrome c,
Meade et al. (20) recently proposed a hydrogen-bonded pathway. In this
mechanism the “electron transfer” proceeds from the ruthenium bound to
the histidine-33 via the polypeptide chain to proline-30. The proline-30 is
coupled to histidine-18 via the hydrogen bond formed between the carbonyl
group of the proline-30 and the NH of histidine-18.

Ru-(His-33) ~ (Pro-30)--H--(His-18)-Fe 23)

Unless the electronic coupling provided by the H bond is very weak (and
in ref. 28 it is argued that it is not), the electronic interaction through the
three amino acids and the hydrogen bond should be sufficient to account
for the observed rate.

To conclude, the distance dependence of electron-transfer rates is de-
termined by a number of factors. In certain systems the distance dependence
of the nuclear factor is larger than that of the electronic factor, although the
opposite is true in other systems. Theoretical models are available for cal-
culating the distance dependence of the nuclear factor and the variation of
the electronic factor with distance. However, there is still considerable un-
certainty regarding the values of certain of the key parameters to be used
in calculating the coupling elements in complex systems. It is hoped that,
with the increasing ingenuity being used to synthesize model systems to
selectively modify amino acids in metalloproteins, many of these questions
will be resolved in the near future.
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Theoretical Analysis of Energy-Gap
Laws of Electron-Transfer Reactions

Distribution Effect of Donor—Acceptor Distance

Toshiaki Kakitani!, Akira Yoshimori’, and Noboru Mataga?

Department of Physics, Faculty of Science, Nagoya University, Chikusaku,
Nagoya 464-01, Japan

?Department of Chemistry, Faculty of Engineering Science, Osaka University,
Toyonaka, Osaka 560, Japan

The electron-transfer rate as a function of the free energy gap (en-
ergy-gap law) was formulated by including the solvent nonlinear
response effect and averaging over the distribution of donor—acceptor
distances. Using the same parameter values, we fit the theoretical
energy-gap laws to three independent experimental measurements:
the photoinduced charge-separation (CS) rate as measured from flu-
orescence quenching in the stationary state, the actual photoinduced
charge-separation rate as obtained from analysis of the transient
effect in the fluorescence decay curve, and the charge-recombination
(CR) rate of the geminate radical-ion pair. The different energy-gap
laws among those reactions can be reproduced reasonably well by
adopting different distributions of the donor—acceptor distance: that
of the CS reaction covering those over various distances and more
specified ones corresponding to the contact ion-pair (CIP) and sol-
vent-separated ion-pair (SSIP) models for the CR reaction. The non-
linear effect in those homogeneous reactions is small when the CIP
model applies and appreciable when the SSIP model applies.

ELECTRON-TRANSFER (ET) REACTIONS IN POLAR SOLUTIONS and electrode
systems are among the most fundamental chemical processes. From a the-
oretical point of view, if the linear response of the solvent polarization is

0065—2393/91/0228-0045$07.25/0
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assumed, the Gibbs energy-gap dependence of the ET rate (called the en-
ergy-gap law) becomes bell-shaped (I-5). There is a rapid rate increase in
the small-energy-gap region (normal region), a maximum at an energy gap
equivalent to the total reorganization energy, and a rapid rate decrease in
the large-energy-gap region (inverted region). The linear response theory
also predicts that the transfer coefficient at the standard electrode potential
in electrochemical reactions should be % (6).

On the other hand, if dielectric saturation takes place around a charged
reactant or product, a nonlinear solvent polarization response is predicted.
In this case, the Gibbs energy curvature around the minimum in the initial
state can be different from that in the final state (7-9). As a result, the
energy-gap law of the charge-separation (CS) reaction (A* - - - D — A~
-+ + D*) is broadened, in addition to a flattening around the maximum (7,
10). The inverted region exists so far as the Gibbs energy curve of the solvent
is correctly calculated along the reaction coordinate (11-13). The energy-

gap law of the charge-recombination (CR) reaction (A~ - - - D* — A - - -
D) is narrowed, with a shift of the peak to a smaller energy gap (11-16).
The transfer coefficient of the ionization reaction [A* - - - M(e”) = A1

-+ + M, z being a valence = 0] is smaller than % and that of the neutralization
reaction [A* - - - M(e") = A*' - - - M, z = 1] is larger than Y2, where A*
or A* is the reactant and M the metal electrode (17). These results imply
that the energy-gap law and the transfer coefficient are systematically mod-
ified by nonlinear response, depending on the type of the ET reaction (7-11,
14-18).

When a linear response applies, the energy-gap law does not depend
on the type of the ET reaction. Therefore, the significance of the nonlinear
response effect can be determined by comparing the energy-gap laws be-
tween the CS and CR reactions. Experimental data have demonstrated that
bell-shaped energy-gap laws, which are obtained for the CR reaction of the
geminate ion pair produced by fluorescence quenching (18), are qualitatively
in agreement with the prediction of the linear response theory. For the CS
reaction, the inverted region was not obtained up to an energy gap of
2.5 eV (i.e., the ET rate constant was so large as to be masked by the
diffusion-limit rate constant of the reactants until the value of the energy
gap was 2.5 eV) (19). Participation of the excited-state product was eliminated
at an energy gap of 1.6 eV (20), but it may be possible in the 1.6-2.5-eV
energy-gap region.

In the normal region, there seems to be a considerable difference be-
tween the CS and CR reactions. The normal region of the CS reaction is
considerably shifted toward a small energy gap, as compared with that of
the CR reaction (18). On the other hand, in electrochemical reactions, most
of the experimental data on the transfer coefficient for the ionization reaction
are smaller than % when the standard rate constant is less than 1 cm s™.
Most data for the neutralization reaction are larger than % (17), consistent
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with the theoretical calculations based on the nonlinear response theory. All
of these experimental data appear to indicate that the energy-gap law varies
between the CS and CR reactions, and between the ionization and neu-
tralization reactions.

One important factor was not taken into account in the foregoing the-
oretical treatments. So far, the distance between the donor and acceptor
was implicitly assumed to be a constant. It may be possible for the neutral
donor and acceptor to distribute over various distances. However, the ion-
pair distribution might be localized (i.e., the manner of the distance distri-
bution can be different between the CS and CR reactions). Therefore, it is
important to investigate how such distributions, if they occur, can affect the
observed energy-gap law. This distribution effect on the rate constant was
first investigated by Marcus and Siders (21). Brunschwig et al. (22) made
numerical calculations for the charge shift reaction of transition metal com-
plexes by taking into account the distance dependence of the reorganization
energy and the tunneling matrix element, as well as the distance-distribution
function.

We made a detailed investigation as to whether the different energy-
gap laws of the CS and CR reactions can be reproduced, by either the linear
or nonlinear response theory by taking into account most possible effects
attributable to the distance distribution between the donor and acceptor. In
such analyses, we used three independent experimental measurements: the
photoinduced CS rate constant as measured from fluorescence quenching
in the stationary state (19), the actual photoinduced CS rate constant as
obtained by analysis of the transient effect in fluorescence decay curves (23,
24), and the CR rate of the geminate radical-ion pair (18). The results dem-
onstrate that the difference in the observed energy-gap laws arises mostly
from the different distributions of donor-acceptor distances between the CS
and CR reactions. The role of the nonlinear response is not as large in
homogeneous reactions as expected (7, 10, 14-16), although it is still con-
siderable.

Formulation of the ET Rate for a Fixed Distance

This section presents a theoretical formulation of the ET rate when the
distance between the donor and acceptor is fixed.

Solvent Mode. First, the formula for the ET rate will be derived by
considering only the solvent mode and assuming that thermal equilibrium
is always attained for the solvent motion in the initial state. This assumption
appears to be valid for such a solvent as acetonitrile, whose longitudinal
relaxation time 7, is as small as 2 X 107 s (25).

The solvent molecule in solution does not move on a definite potentlal
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surface; its potential is the sum of many long-range interactions that fluctuate
randomly. Therefore, it is impossible to calculate its Franck—Condon factor
directly as an overlap of vibrational wave functions. Instead, it is more
appropriate to calculate the Gibbs energy curve along the reaction coordi-
nate, which can be defined unambiguously.

Hamiltonians H'(r) and H¥(r) for polar solutions in the initial and final
states, respectively, are as follows:

HY(r) = H'(r) + E,(r) @)
H(r) = H(r) + Er) @)
where
Hrr 2 (za'e i zd e(l—":ts ;d)
i Tid
+ 2 X H ™+ V() + Ve &)
i >
HP(r) = Z (zape(l_iia' ria) + zdpe@ia' rtd))
i T Tid
+ > > HA Y+ Vo) + Ve @
t>1]
Eal) = 254 4 o ®
r
Efr) = 25 4 o ®)
and
Hyd—d = bi 'sp‘fl S(Ei Ty 5”‘] ) (7)
Ty Ty

where the superscripts r and p denote reactant and product, respectively;
z,", 24" 2,7, and z4P are valences of the acceptor and donor of reactants and
products, respectively; e is a unit charge; w; is a permanent dipole moment
of solvent molecules; 7, is the distance between the dipole and the acceptor;
T is the distance between the dipole and the donor; 7 is the distance
between the two dipoles; the variable r is the distance between the donor
and acceptor; €" and €P are electronic energies of reactants and products,
respectively; E ;(r) and E,?(r) are electronic energies of reactants and prod-
ucts with Coulomb interaction in vacuum, respectively; V,4"(r) and V, 4%(r)
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are the residual charge—dipole and dipole—dipole interactions arising from

the electronic polarization of solute and solvent molecules; and V°° is the

core—core interaction among solute and solvent molecules. The explicit forms

of V,4"(r), Viua®(r), and V< are not necessary in the present calculations.
The reaction coordinate operator f is defined (11) as

f= H(r) — Hr) ®)

Gibbs energy curves G*(x;r) and GP(x;r) as a function of the reaction
coordinate x in the initial and final states are written as

¢ P = g1 f 8(f — x)e~P"0 dT ©)

e~PCwn = B-1 f 3(f — x)e PHO dI' (10)

where 8( f - x) is a delta function; B is 1/kgT (kg being the Boltzmann constant
and T the temperature); and T is the normalized configuration space (ori-
entation and position) of solvent molecules. The dimension of x is energy.
When the interaction between the donor and acceptor is weak, the
nonadiabatic mechanism applies and the ET rate is expressed as

k(—AG(r);r) = A(r) - e~PAGH-4C0N 11)
with
A0 = 2 e 12

where A(r) is an effective frequency; J(r) is the electronic tunneling matrix
element; # is Planck’s constant divided by 2m; and —AG(r) is the Gibbs
energy gap of the reaction. An effect of mutual orientations of donor and
acceptor molecules is neglected in eq 11. Such an effect might be important
when the donor and acceptor come close. However, as discussed later, an
adiabatic mechanism works for ion pairs in close proximity, and the amplitude
of the electronic tunneling matrix element becomes insensitive to the ET
rate.
The activation Gibbs energy AG*—AG(r);r) is expressed (11) as

AGH—AG(r);r) = G(AG(r) — AG{r);r) — G¥(r) (13)
where

—AG(r) = G(r) — G¥(r) (14)
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with
o-BCW = f e~ B0l = B f” ¢ ~BCEn dx (15)

o~ BC°0) = f e BT = B J’ ® ¢~BC%r) Jx (16)

In the case of the CS, ~AG(r) > 0 holds, and this can be regarded as the
solvation energy of the products. This solvation energy is denoted as
—AG,(r) hereafter.

As r becomes small, the interaction between the donor and acceptor
becomes strong. In such a case, the adiabatic mechanism predominates. To
cover both adiabatic and nonadiabatic regions, we tentatively adopt the
following effective frequency

17

i

va T AW

where v,4 is a frequency in the case of the adiabatic mechanism. The ET
rate is then expressed as

k(—AG(r);r) = v(r)e PAGH-AG: (18)

Intramolecular Vibrational Mode. The intramolecular vibration
with high frequency can be adequately described by the quantum-mechan-
ical harmonic-oscillator model (hereafter called the quantum mode). If we
consider the quantum mode in addition to the solvent mode, the ET rate
is written as a convolution of the two factors as follows.

k(= AG(P;r) = f " K—AGEH — gnFe) de (19)

where F (€) is the Franck—Condon factor of the quantum mode (5)

Fy(e) = i exp [-S@v + 1)] - L, [2SVy( + 1)] - [i ; I]P (20)
g 1 @1)
V= exp (Bhw) — 1
b 2)

82
S = ) (23)
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where I is the modified Bessel function,  is the effective angular frequency,
v is the averaged vibrational number, S is the coupling strength, and 8 is
the shift of the dimensionless normal coordinate between the initial and final
states of the quantum mode.

Mean Potentials. The mean potentials U*(r) and U®(r), which work
between the donor and acceptor in the initial and final states, respectively,
are defined as

¢~#0) dT

PO = (24)
¢ BH'™ dT
[ e ar

e_BUp(T) = —— (25)
¢~Bie) T

U'(r) and U®(r) are defined to be zero for r = . Substituting eq 1 into eq
24 yields

Ulr) = Gle) + Eadle) — G) — o)
= Q) - G + 2HE (26)
Similarly,
0) = Golr) - o) + @)
The Gibbs energy gap ~AG(r) is given by
—AG(r) = —AG® + U(r) — U¥(r) (28)

where —AG° is the standard Gibbs energy gap, equivalent to —~AG().

The mean potentials U'(r) and UP(r) differ greatly among the different
types of the ET reaction. Therefore, it is useful to introduce mean potentials
U™(r) and U™(r), corresponding to the neutral-pair and ion-pair states of the
donor and acceptor, respectively. That is, U*(r) and U®(r) are U™(r) and
U™(r), respectively, for the CS reaction. Similarly, U*(r) and U*(r) are U™(r)
and U™(r), respectively, for the CR reaction. Because the mean potential
within the neutral pair is small, U™(r) is assumed to be 0.
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Average over the Distance

Now the ET rate is averaged over the distance distribution. It is convenient
to do this for the CS and CR reactions separately.

Charge-Separation Reaction. With eq 28 and U™(r) = 0, the Gibbs
energy gap of the CS reaction is written explicitly as

—AGS(r) = —AG® — U™(r) (29)

In general, U™(r) is negatively large for small r. Then —AG®(r) is larger
than —AG? for small r. This fact indicates that the normal region of the curve
of the CS rate constant drawn as a function of —~AG? shifts to the smaller
energy gap.

Assuming that a thermal equilibrium is attained for the distance distri-
bution in the initial state of the CS reaction, then the actual ET rate constant
k.. ®(-AG") is written as

47N A

kaS(-AGY = T5o8

f " k(= AGO(): )2 dr (30)

where N, is Avogadro’s number. The lower limit r, is the closest distance
between the donor and acceptor. Equation 30 is the same as used by Brun-
schwig et al. (22).

Soon after photoexcitation, the observed ET rate would be equivalent
to k., “S(~AG"). This value might be obtained by the measurement of the
transient effect in the fluorescence decay process in the picosecond region.

On the contrary, later, when the stationary state is realized, the observed
ET rate would be given (21, 26) by

ka(-AGY) = —— - (31)
e (—AC) " kg

where kgg is the rate constant of the diffusional encounter of the donor and
acceptor. This case would correspond to the fluorescence quenching exper-
iment in the stationary state. Generally, k,®(-~AG?) is the rate constant
for bimolecular reactions.

Charge-Recombination Reaction. In the CR reaction, the ion pair
of the initial state is prepared by the photoinduced CS reaction. Therefore,
the donor and acceptor molecules are already close to each other. That is,
the ion pair is temporarily trapped in the potential well after it is produced.
If the CR rate is small, a certain fraction of the ion pairs may dissociate in
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competition with the CR reaction. The probability that those dissociated ion
radicals can come together again is small, because the original ion-pair con-
centration is very low. Therefore, the CR reaction is possible only for the
undissociated ion pair and can be treated essentially as a unimolecular re-
action.

This ET rate, denoted as k,,“}-AG"), is written as

k(- AG°) = f " k(—AGR(r)ngrr® dr (32)

where the function g(r) represents the initial distribution of undissociated
ion-pair distances for the CR reaction. Because this initial state is not in
thermal equilibrium, the function is not proportional to exp [-BU™®(r)]. On
the other hand, if g(r) is a constant independent of r, eq 32 reduces to the
same form as eq 30. In this case, when the linear response applies, the
energy-gap law of the CR reaction becomes the same as that of the CS
reaction. Substantially different energy-gap laws between the CS and CR
reactions can be obtained only when we adopt considerably large nonlinear
solvent response effects (7, 14—16). Under these situations, we phenome-
nologically consider the following two types of the distribution function:
First, g(r) has a maximum at r = r, and may be expressed as

e~ tr—r’
gr) = I—-——-—— (33)

*® 2
et r2dr
To

where t is a constant. This case may be called a contact-ion-pair model,
which is abbreviated as CIP model. Second, g(r) has a maximum at the
solvent-separated ion-pair distance r; and may be expressed as

e-—u(r—-rl)2
gr) = =
f e ur=n p2 dp
o

(34)

where u is a constant. This case is called a solvent-separated ion-pair model,
which is abbreviated as SSIP model.

With eq 28 and U™(r) = 0, the energy gap of the CR reaction can be
written as

—AG®r) = —AG® — U™(r) (35)

Contrary to —AG®(r), ~AG°}(r) is smaller than —AG®. This fact indicates
that the normal region of the curve of the CR rate, drawn as a function of
—-AG?, shifts to the larger-energy-gap side.
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Characterization of Gibbs Energy Curves and
Reorganization Energy

For a concrete form of the Gibbs energy curve G'(x;r), if the linear response
holds, G*(x;r) should be expressed in a quadratic form. The effect of the
nonlinear response appears in the higher order terms. If the electronic
polarizability is neglected [i.e., V,,4"(r) = V.,4°() = 0in eqs 3 and 4], G'(x;r)
is a symmetric function of x for the CS reaction (11). When the electronic
polarizability effect is taken into account, G'(x;r) is no longer a symmetric
function, and the reaction coordinate corresponding to the minimum of
G'(x;r) is not zero (27). For the time being, in the CS reaction, we write
G (x;r) for G*(x;r) and G™(x;r) for GP(x;r).

Within the linear response approximation, G™(x;r) can be expressed as
b(x — x,(r))*> without loss of generality, where b and x,,(r) are constants.
Here we consider the simplest case, in which the nonlinear response effect
is to add the nth-order term to this quadratie function as follows:

G™;r) = alx = xou()" + blx — xou(r))® (36)

The exponent of the anharmonicity, n, is usually chosen as 6 in this chapter.
By using a general relation GP(x;r) = G'(x;r) — x, which was obtained
from our previous work (11), G™®(x;r) can be written as follows:

GP(x;r) = alx — xp.(r))" + b(x — xou(r))? — x 37)

_ The coefficients a and b can be related to two parameters X, *(r) and
B; Ao "3(r) is the reorganization energy of the solvent for the CS reaction
as defined (11) by

Aot ?S(r) = GP(xon(r)sr) — GP(xo(r)s) (38)

where x4(r) is the reaction coordinate of the minimum of G™(x;r). If the
nonlinear response applies, the reorganization energy differs between the
CS and CR reactions. The parameter B represents a scale of the curvature
change of G™(x;r) along the reaction coordinate and it is defined by

C™(xou(1);7)
C®(xgi(r);r) — C™®(xou(r);7)

C™(x0n(1); 1)

B=

= CRa(nir)— C¥aorPhir) 39
with
#G(x:r)
np, on ; = — 40
ey = FEE (40a)
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2(7ip(y-
Coeyrir) = L) (40b)
R PR
G P (x;r
Craylryr) = L) (400
x x=2x0(r)
2P (-
CP®(xy(r);r) = asAl ) C; (,_,x i) (40d)
x x=1r)

where we have used the relationship 3°G'(x;r)/0x* = 9°GP(x;r)/9x® which
holds generally (11). From the definition in eq 39, B is generally r-dependent,
but its r-dependence is relatively small. Therefore, here B will be considered
independent of r. B is infinite if the linear response applies, and B becomes
small as the degree of nonlinear response increases.

Substituting eqs 36 and 37 into eqs 38 and 39 yields the following
relationships

_(n =12 + ap) 1
S B - B+ I eSO @)
(- 1PBR + np) 1 )

T dn(mB - B + 1P NS0

In the case of the CR reaction, G*(x;r) and G®(x;r) should be read as
G™(—x;r) and G™(—x;r), respectively, and all the listed properties of G"(x;r)
and G™(x;r) can be used as they are. It is desirable to use the same parameter
values of a and b or the same values of \,,“*(r) and B for both the CS and
CR reactions if the two reactions represent the forward and backward re-
actions of the same kind of species.

The reorganization energy \,,°(r) is related to the solvation energy
—AG,%(r) as follows (11)

Nout®(r) = —AGS(r) — xou(r) (43)

On the other hand, eqs 14, 26, and 27 yield
2
—AGS(M) = Un() — U — = + GW() — GoE) (44
Then, substituting eq 44 into eq 43 yields

Au0) = ~UR0) — £ — MG — ml) us)
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Equation 45 demonstrates that \ ,,,“5(r) can be calculated from the knowl-
edge of U(r), —~AG (), and x,(r). Consider briefly the case in which we
adopt the dielectric continuum model of the medium and the linear response
approximation. Assuming that donor and acceptor are spheres with radii a,

and a,, respectively, we can write (2)

e’

U*r) = — (46)
(g5 e
1 1\ & 1 1 2

o= (&) 5 ) 4

where € and €, are the static and optical dielectric constants, respectively.
We have dropped the superscript CS for the reorganization energy in eq 48
because the reorganization energy is independent of the kind of reactions
in a linear response scheme. Substituting eqs 46—48 into eq 45 yields

e

Equation 49 represents that x,,(r) is the solvation energy when only the
electronic polarizability is considered.

With reference to eq 49, the following form is assumed for xy,(r) in
general

xo..=c—é (50)

where ¢ and d are constants.
When the donor and acceptor are organic molecules, the most probable,
simple form of U™(r) will be expressed as

U(r) = —f for r > 1 (51)

where s is a constant. A result of Monte Carlo simulations (27) suggested a
little more complex form with a deep minimum at r ~ r, and a shallow
second minimum at the solvent-separated distance. A simpler form of eq 51
would be sufficient for the present theoretical analysis.
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Substituting eqs 50 and 51 into eq 45 yields a typical form of A, “5(r),
as follows

N = ¢ = & 2

where ¢’ and d' are constants.
Finally, the r-dependence of A(r) is assumed to be

A(r) = Age o= (53)

where A, and « are constants and r, is the same as the solvent-separated
ion-pair distance in eq 34.

Qualitative Features of Theoretical Energy-Gap Laws

The principle behind the present calculations is as follows. We try to fit the
theoretical curves to the following three kinds of experimental data by si-
multaneously using the same parameter values for the CS and CR reactions:

1. The data of k,,,°(~AG”) are used as obtained by Rehm and
Weller (19) by measuring the fluorescence quenching rate due
to the CS reaction when the lateral diffusion of reactants is in
a stationary state. Those data are plotted in Figure 1 as crosses.
A constant rate at the large energy gaps indicates that the
reaction is diffusion-limited (i.e., kgg = 2 X 10 M1 s7).

2. The data of k,,°S(~AG°) were recently obtained by Nishikawa
et al. (23) by analyzing the transient effect in the fluorescence
decay curves measured by the single-photon counting method
with picosecond dye laser for excitation. The transient effect
was analyzed by fitting the observed fluorescence decay curve
to the theoretical curve as derived by Noyes (26). The results
are listed in Table I. Those data are plotted as white circles
in Figure 1. The rate constant does not change much over a
wide region of the energy gap. The maximum of the rate
constant does not exceed 10" M~! s~ by much. A group of
open circles of k,°(~AG®) smoothly connects a group of
crosses in the normal region of k,,,°(—~AG"). Details of those
experimental results, including more extensive fluores-
cence—quencher pairs, will be published elsewhere.

3. The data of k,,“®(-AG"), obtained by Mataga et al. (18) for
the CR reaction of geminate radical-ion pairs produced by
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Figure 1. Energy-gap laws of the CS reaction. The solid and broken curves
are the theoretical values of k..®(—AG®) and ks, 5(~AG®), respectively. The
value of B represents the curvature change of the Gibbs energy curves in the
initial and final states. The white circles are the experimental data for the
photoinduced CS rate constant as obtained by analysis of the transient effect
in the fluorescence decay curves (ref. 23). The crosses are the experimental
data for the fluorescence quenching rate constant in the stationary state

(ref. 19).

Table I. Experimental Data for the Photoinduced
Charge-Separation Rate Constant with DPA
as Fluorescer

—AG?® e

Quencher® (eV) (—=AG)YM~1s7})
DCNB 0.37 2.2 X 101
FN 0.61 5.5 x 10%
PA 0.66 6.5 x 10"
TCPA 1.11 3.7 x 10%
MA 1.13 9.5 x 10"
PMDA 1.42 6.3 x 10
TCNE 2.21 1.2 x 10"

Note: DPA is 9,10-diphenylanthracene. Data were obtained by
analysis of the transient effect in fluorescence decay curves (23).
“DCNB is dicyanobenzene; PA is phthalic anhydride; FN is fu-
maronitrile; TCPA is tetrachlorophthalic anhydride; MA is maleic
anhydride; PMDA is pyromellitic dianhydride; and TCNE is
tetracyanoethylene.
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Figure 2. Energy-gap laws of the CR reaction. The solid curves are the values

of kat®(—AG?) calculated by using the contact-ion-pair (CIP) model. The tri-

angles are the experimental data for the CR reaction rate k., (—AG°) for the

geminate radical-ion pairs produced by the fluorescence quenching (ref. 18).
The others are the same as shown in Figure 1.

fluorescence quenching, are plotted as triangles in Figure 2.
The experimental data of k,,“Y(~AG") are quite different from
those of k. “(-AG"). In particular, the normal region of
k..®(-AG") exists at the small energy gap with a very steep
slope; that of k,,“*(~AG") is found at a rather large energy
gap with a dull slope.

When the distribution of donor—acceptor distances takes place in the
initial state of ET reactions, the following three factors vary with the distance:

1. the reorganization energy X, “(r), which is small for small r
(such as for contact pairs) and large for large r (such as for
solvent-separated pairs);

2. the effective frequency A(r) in the nonadiabatic mechanism
in eq 17; and

3. the mean ion-pair potential U'(r). This potential contributes
to shift ~AG®(r) and ~AG®®(r) in opposite ways (see eqs 29
and 35).
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The energy-gap law would be modified by the variation of the stated
factors with r. In the CS reaction, both reactants are neutral, and so the
distance between the donor and acceptor in the initial state is distributed
over a wide range. For the pair with small r, N, “5(r) is small, A(r) is large,
and U™(r) is negatively large. Those properties mainly affect the normal
region, giving rise to a sharp increase in the rate constant and a considerable
shift to the small-energy-gap side. When A(r) exceeds v, the adiabatic
mechanism applies. For the pair with large r, N, “5(r) is large, A(r) is small,
and U™(r) is small. Those properties mainly affect the maximum and inverted
region of the energy-gap law, leading to a very broad maximum and a gradual
decrease of the rate constant at a large energy gap. Averaging those rate
constants over the distance, we obtain the —~AG° dependence of the CS rate
constant, whose normal region reflects solvent properties in the small r; the
maximum and inverted region reflect solvent properties in the large r. The-
oretically, this situation is represented by k,*5(—-AG").

Under the condition that the lateral diffusion of the reactants is effective,
k.,CS(~AG") is obtained by using eq 31. In the CR reaction, on the other
hand, the ion pair of the initial state is produced by the photoinduced CS
reaction. The distribution of ion-pair distances is not necessarily in thermal
equilibrium in accordance with a mean ion-pair potential. If most of the ion
pairs are solvent-separated in the initial state, A(r;) is small, A, °5(r)) is large,
and U™(r)) is small. This case yields a broad bell-shaped energy-gap law with
a peak at a rather large energy gap. If contact ion pairs (CIP) are mainly
realized in the initial state, A(ro) is large, Ao C3(ro) is small, and U™(r,) is
negatively large. Then a rather narrow energy-gap law with a maximum
located at a moderate energy gap results.

Numerical Calculations

Numerical calculations are performed in order to examine to what extent
the experimental data can be reproduced quantitatively by the present the-
oretical scheme. For this purpose, the parameter values are fixed succes-
sively.

Some simple parameters are typically evaluated as

§=3  ho=010eV, 1, =444
o (defined in eq 53) = 1.2 A, T = 300 K (54)

The parameter values for the intramolecular vibration S and %w are reason-
able for aromatic solute molecules.

As discussed previously, the normal region and the onset of the plateau
of k,°(~AG") are mostly contributed from donor and acceptor pairs with
small r where A(r) is very large. To reproduce the experimentally observed

In Electron Transfer in Inorganic, Organic, and Biological Systems; Bolton, J,, € a.;
Advances in Chemistry; American Chemical Society: Washington, DC, 1991.



Publication Date: May 5, 1991 | doi: 10.1021/ba-1991-0228.ch004

4. KAKITANI ET AL. Energy-Gap Laws of Electron-Transfer Reactions 61

long plateau of k,,“*(~AG°) over an energy-gap range of 2 eV, it is necessary
to assume that the adiabatic mechanism applies for small r. In this case, the
heights of the ET rate constants in the normal region and the onset of the
plateau of k,,°S(~AG?) are essentially determined by the value of the adi-
abatic frequency v 4. To fit the experimental data in those regions, v,4 should
not be larger than about 5 X 102 s, On the other hand, the heights of
the maximum and inverted region of k,,“*(~AG°) are determined by the
smaller of v,y and A,. To reproduce those experimental data, the value of
the smaller one should be about 5 X 102 s, Judging from those results,
V,q is most likely to be 5 x 102 57!, The value of A,, which should be equal
to or larger than 5 X 10" s, affects the inverted region. To reproduce the
experimental data for the inverted region of k,“*(-AG°), A, should not be
much larger than 5 X 10'2 s, Therefore, we tentatively choose it as A, =
V.. Summarizing these results yields

Va=5X 10257l  A,=5 x 102! (55)

To fix the parameters in U(r) and \ ,,,°5(r) for organic solvent molecules
such as acetonitrile, we make use of the onset of the plateau of k,, “S(-AG?),
which is found at a very small energy gap —~AG® ~ 0.1 eV. In this region,
ion pairs with small r play a significant role. Reproduction of the experimental
result requires that either U™(r) be negatively large at r = r, or A, (r)
be relatively small at r = r,. On the other hand, because the solvent
reorganization energy of the donor and acceptor linked by a rigid spacer
molecule is more than 0.7 eV (28, 29), it looks unreasonable that \ ,,“(r) is
substantially less than 0.5 eV at r = r, (= 4.4 A). By harmonizing these
two conditions, we choose A,* (4.4 A) = 0.5 eV. Then U® (4.4 A) is
determined to be —0.3 eV, which is substantially larger than predicted by
the dielectric continuum model (eq 46). On the other hand, \,,“(r) for
r = o is theoretically estimated to be 2.5 ~ 3.0 eV by the Monte Carlo
simulation with a spherical hard-core model (30). We finally obtain

Usr) = -2 (@) (56)
NouS(r) = 2.7 — 7 (eV) (57)

Calculated Results of k,,“(-AG°) and k,,“(~AG°). The cal-
culated curves of k,°S(-AG? and k,,,®(-AG”) for = 0.1, 0.3, 1.0, and
® are drawn in Figure 1 by solid curves and broken curves, respectively.
The theoretical curves have very small curvatures around the maximum,
nearly independent of the value of B. The experimental data (white circles)
of Nishikawa et al. (23) are rather well fitted by those theoretical curves. At
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the edge of the diffusion limit of k,,“(-AG?) at about ~AG® = 0.1 eV,
theoretical curves fit well to the experimental data (crosses) of Rehm and
Weller (19). Theoretical curves in the normal region have a rather sharp
slope, but the experimental data represent a much sharper slope than the
calculated one.

The origin of this difference will be discussed in the last section by
considering the possible participation of the exciplex formation. The normal
region is found at a smaller energy gap as B decreases. The calculated curves
show that a substantial decrease of k,“S(~AG") starts at very large energy
gaps. Thus, the experimental data by Rehm and Weller (19) at ~AG® = 2.2
~ 2.6 €V can be nearly reproduced by the calculation described here, even
if they are due to intrinsic electron-transfer mechanisms without contribution
of the excited state of the products. Because the calculated curves do not
differ substantially except when B = 0.1, when B is decreased the nonlinear
effect, even if it exists, is rather insensitive to the curves of k,,“(-AG’) and
ko, ®(-AG). It is unrealistic to evaluate B definitely by fitting the experi-
mental data in the normal region of k,,°S(~AG?), because theoretical curves
in this region are easily shifted by modifying U™(r) and X, °(r).

Calculated Results of k,,“®(~AG°). Contact Ion-Pair (CIP)
Model. First, k,,“*(-AG°) was calculated by using the CIP model of the
distribution function g(r) of eq 33. The parameter in g(r) was chosen as t =
0.25 A % 50 that the theoretical curves may fit the experimental data of Mataga
et al. (18). The calculated curves of k,,“*(—-AG°) for B = 0.1, 0.3, 1.0, and
® are shown in Figure 2 by solid curves. The maxima of the calculated curves
are found at rather small values of the energy gap, except for B = . Owing
to this, the experimental data in the normal region are considerably below
the calculated curves. It is characteristic that the calculated curves differ
greatly, depending on the value of B. The experimental data in the inverted
region are well fitted by theoretical curves for B = 1.0 or . These calcu-
lated results do not change appreciably even if the value of the parameter
t, which represents the width of the r distribution, is changed in the range
0.1 A2 <t < 0.5A2 In summary, the experimental data of k,,°}(-AG?)
are generally fitted well by a theoretical curve for B = ® so long as we adopt
the CIP model.

Solvent-Separated Ion-Pair (SSIP) Model. Next, k,,“*(-AG°) was cal-
culated by using the SSIP model and the distribution function of eq 34. The
parameters in g(r) were u = 0.25 A% and r, = 8.8 A. This value of u is the
same as that of ¢. The calculated curves of k,,“}-AG°) for B = 0.1, 0.3,
1.0, and = are shown in Figure 3. These curves are nearly bell-shaped, and
the maxima are shifted to the larger energy gap, as compared with the case
of the CIP model (Figure 2). The calculated curves differ greatly, depending
on the value of B. The experimental data are fitted very well by a theoretical
curve for B = 1.0. In contrast to the case of CIP model, the theoretical
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Figure 3. The energy-gap laws of the CR reaction. The solid curves are the
values of ko, “(—AG?) calculated by using the solvent-separated ion-pair (SSIP)
model. The others are the same as shown in Figure 2.

curve is slightly shifted to the large-energy-gap side with an increase of r;.
When r; = 11 A, the theoretical curve for B = 0.5 best fits the experimental
data. More generally, when the reorganization energy at r = r; is made
large, the maximum of k,,“*(—AG?) locates at a large energy gap and the
experimental data can be fitted by theoretical curves with smaller values of
B. However, as long as we choose reasonable parameter values that seem
to be consistent with molecular pictures, B = 1.0 would be the best value
in the SSIP model.

Discussion

This chapter has introduced different distribution functions of donor—
acceptor distances for the CS and CR reactions, that of the CS reaction
covering those over various distances and more specified functions corre-
sponding to the CIP and SSIP models for the CR reaction. By averaging
the ET rate over the distance distributions, we obtained quite different
energy-gap laws between the CS and CR reactions, even in the case of the
linear response (B = ). In general, k,,**(-AG") and k,“S(-AG") have
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broad shapes. Their rises in the normal region show a steep slope starting
at the uphill energy gap, the curvature around the maximum is small, and
the inverted region exists at a very large energy gap. The effect of the
nonlinear response on k,,.“S(-AG?) and k,,“S(~-AG") is not so large.

In contrast to this, the energy-gap dependence of k,,“}~AG?) is nearly
bell-shaped, and the maximum is found at a fairly large energy gap. In this
case, the breadth and the maximum position are very sensitive to the initial
distribution function g(r) and the B value. When the CIP model of g(r)
applies, the theoretical curve using a larger value of B (ca. B = ) fits the
experimental data rather well. When the SSIP model of g(r) applies, the
theoretical curve using a smaller value of B (ca. B = 1.0) fits the experimental
data very well. The experimental data are better fitted by the SSIP model
than by the CIP model.

Recently Mataga and co-workers (31-33) obtained a quite different en-
ergy-gap law for the CR reaction of the contact ion pair produced by exciting
the ground-state charge-transfer (CT) complexes in acetonitrile solution. The
energy-gap law of these systems demonstrates that the CR rate is very large
at a small energy gap and that it decreases exponentially with an increase
in the energy gap. Ion pairs produced by the photoexcitation of these com-
plexes, especially those with strong donor and acceptor corresponding to
the small energy gap between the ion pair and the ground state, would
probably be electronically delocalized and the donor and acceptor molecules
would be in close contact (32).

Then the problem is how this close-contact ion pair can be differentiated
from the CIP that might also be produced by the photoinduced charge
separation at the diffusional encounter. In the latter case, as shown by the
distribution of donor-acceptor distances, the CIP might not adopt a unique,
specified donor—acceptor configuration in the pair, and the electronic de-
localization appears to be small. Generally, in a diffusional encounter be-
tween the pair with a sufficiently positive energy gap of the CS reaction,
electron transfer can take place without close contact and SSIP may be
formed. When a relatively strong donor and acceptor are brought together
in the ground state, they take a specific mutual configuration due to the
weak CT interaction in close contact. Strong CT interaction takes place when
they are excited, leading to the formation of close-contact ion pairs even in
the acetonitrile solution.

However, when the energy gap for CS is nearly zero or a little positive,
the donor-acceptor pair must be in close contact in order to realize the ET
interaction. In this case a kind of CT complex, an exciplex, may be formed
at the encounter. Namely, it is generally believed that when the energy
level of the excited-state donor or acceptor is close to the energy level of
the CT state, an exciplex is likely to be formed. Figure 1 shows a very sharp
increase in the rate constant k_, °*(~AG°) for the standard energy-gap region
-0.2 eV = -AG" = 0.1 eV. The actual energy gap —AG°(r) in this normal
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region is larger than —~AG® by about 0.3 eV. Therefore, this sharp slope
occurs virtually in the energy-gap region 0.1 eV < —AG“(r) < 0.4 eV.

Actually, a small amount of fluorescent exciplex formation in parallel
with nonfluorescent ion-pair formation in acetonitrile solution was observed
in the energy-gap region of ~AG “(r) ~ 0.4 eV (39). Although those reactions
take place downhill of the Gibbs free energy, the energy gap is still rather
small. Therefore, some mixing of the locally excited state with the CT state
is possible, even though it may be minimal. A slope of the experimental
data that is a little sharper than the theoretical curve will indicate this
possibility.

As a result of the present theoretical analysis of the energy-gap laws,
we found that the nonlinear effect due to the dielectric saturation could not
be so large; the B value is 1.0 at most (corresponding to the SSIP model).
Formerly, we expected (7, 10, 14-16) that a very large nonlinear effect would
be required to reproduce quite different energy-gap laws between the CS
and CR reactions. This supposition followed a model in which the do-
nor-acceptor distance where the ET reaction takes place is uniquely fixed.
By eliminating the restriction of a constant donor—acceptor distance and
introducing different distributions of donor-acceptor distances for the CS
and CR reactions, we need not relate the origin of the different energy-gap
laws to the nonlinear effect.

On the other hand, our obtained value B ~ 1.0 appears to be concomitant
with the results of recent computer simulations by molecular dynamics
(34-36) and Monte Carlo methods (37). Molecular dynamics studies (34, 35)
for the charge-shift reaction with fixed reactant position in aqueous solution
showed that the energy-gap law is nearly parabolic. This shape indicates a
very small nonlinear response of the solvent polarization. On the other hand,
the molecular dynamics study (36) using a spherical hard-core model for
solute and solvent molecules represented a moderate nonlinearity corre-
sponding to B = 1.6. The spherical radii are chosen to be rather small in
this calculation. Recently we did Monte Carlo simulations that involve a
spherical hard-core model with and without the electronic polarizability
effect of solvent molecules (37). In these calculations B = 1.4 when the
polarizability is not considered and B = 1.5-1.8 when the various polariz-
ability values are taken into account (37). This result is rather consistent with
the one presented in this chapter.

It was suggested (34) that the quantum-mechanical character of intra-
molecular vibration will considerably modify the energy-gap law, with a dull
decrease in the inverted region. Such an effect may be evident in the do-
nor—acceptor-linked system. However, in unlinked systems the do-
nor-acceptor distance distributes and the reorganization energy of the
solvent mode is considerably larger than that of the quantum mode. When
the energy-gap law for each donor—acceptor distance is averaged over its
distribution, the quantum-mechanical nature of intramolecular vibration is

In Electron Transfer in Inorganic, Organic, and Biological Systems; Bolton, J,, € a.;
Advances in Chemistry; American Chemical Society: Washington, DC, 1991.



Publication Date: May 5, 1991 | doi: 10.1021/ba-1991-0228.ch004

66 ET 1N INORGANIC, ORGANIC, AND BIOLOGICAL SYSTEMS

nearly blotted out. The calculated (rather dull) decreases in the inverted
region of k. “5(-AG°) and k,,"{(~AG°) mostly reflect the distribution of the
donor—acceptor distance.

We obtained nearly the same values for v,4 and A, as shown in eq 55.
This result indicates that the adiabatic mechanism works for the distance
r < r, (8.8 A) and that the nonadiabatic mechanism works only for r > r,.
Therefore, the r dependence of A(r) plays no significant role in modifying
the energy-gap law of k,,“(~AG?) in the normal region and the plateau
region. Similarly, a detail of the mutual orientation of the donor and acceptor
molecules in this close distance is not important. But the r dependence of
A(r) does play a role in the inverted region. The r dependence of \,,,“® has
been effective in the whole region. Our calculated value of v 4 is very close
to the prefactor kT/A (= 6 X 10" s™) of the transition state theory.

In the theoretical treatment presented here, we have assumed that the
thermal equilibrium for solvent motion is always attained. This assumption
is guaranteed only when v(r) is considerably smaller than 1/1.. However,
the value of 1/7, for acetonitrile is 5 X 102 s and coincides with the
maximum of v(r). Therefore, the assumption of thermal equilibrium is crit-
ical. On the other hand, if we take into account the dynamical effect of the
solvent motion from the starting point, the effective frequency factor may
be approximately written as

%k = =
A S W )
poovrn) p va Al

where p is the parameter of an order of unity (38). Our calculated value of
5 x 10" s for v,y would be (1,/p + 1/v,9)". To see whether 7./ or
1/v 4 is dominant, experiments involving solvents with much smaller values
of 7., than that of acetonitrile would be useful.

We have examined how the theoretical curves are changed if we adopt
the anharmonic exponent n = 4 instead of n = 6 in eq 36. As a result, we
found that the theoretical curves obtained by using n = 4 do not appreciably
change, except that the shoulder of k,,°(~AG°) around ~AG® = 0 becomes
a little flat.

The experimental data of k,,“S(—~AG®), which can be obtained from the
transient effect of the fluorescence decay, are important for obtaining direct
information as to the magnitude and shape of the energy-gap law
[k C(~AG?)] of the CS reaction around its maximum. From those data, we
could estimate the tunneling amplitude, the adiabatic frequency, and so on.
It is desirable to accumulate much more data for quantitative discussions.
Such experimental work will be reported in a forthcoming paper.
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Next, the slope of the rate is defined by

o 1 (3 kO(-AGY)

o = B( dIn (-AG) )AG°—0 )
1 (9 1n kSY-AGY)

ot = B ( 3 In (—AGY )Aco=0 (60)

We calculated o and a°® by using Figures 1-3; the result is listed in Table
I1. In all the B values a® is substantially smaller than 0.5 and a“® is larger
than 0.5. Because the initial distribution function g(r) of the CR reaction is
not in thermal equilibrium, a sum of a® and a“® for the same value of B
does not become unity. The values of a® and a“* are not 0.5, even in the
case of B = ®, where a linear response holds, because the normal region
is shifted by —U™(r) for the CS reaction and by U™(r) for the CR reaction.
When B becomes small, a® decreases a little and o ® increases a little. a°F
in the CIP model is usually larger than a“® in the SSIP model.

Table II. Calculated Slopes for Some Values of B

B oSS a°%(CIP) a°R(SSIP)
0.1 0.21 0.76 0.70
0.3 0.26 0.72 0.65
1.0 0.30 0.69 0.61

® 0.31 0.67 0.60

NoOTE: o™ represents the slope of the CS reaction. o°)(CIP) and
aR(SSIP) denote the slopes of the CR reaction for the CIP and
SSIP models.

It is of interest whether such a large deviation of the slope from % has
been experimentally observed in the homogeneous reaction. Unfortunately,
most available experimental data (see Table III in ref. 3) are for exchange
reactions (or charge-shift reactions) for which the slopes are nearly 0.5. For
the exchange reaction, we can theoretically prove that the slope is exactly
0.5 even if we take into account the distribution of the donor-acceptor
distance. An accumulation of experimental data for the CS and CR reactions
should confirm the role of U®(r) in the slope.

The mechanism shifting the slope from 0.5 due to U™(r) does not apply
to the electrochemical reaction (in this case we call the slope a transfer
coefficient), because U™(r) as defined in the ion-pair system does not exist
in the electrode systems. The transfer coefficient is obtained at a zero over-
potential by adequate correction of the electric double-layer effect. In this
case the transfer coefficient for B =  is Y%, even if the distribution of the
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distance between the reactant and the metal electrode is taken into account.
This theorem can be easily proved by using the fact that the transfer coef-
ficient for B = o is always Y, independent of the distance r. The experi-
mental data of transfer coefficients show substantially smaller values than
0.5 for the ionization reaction and larger values than 0.5 for the neutralization
reaction (17). This variation indicates the existence of a considerable non-
linear response effect in electrochemical reactions. Why the nonlinear effect
appears to be strong in the electrochemical reaction and moderate in the
homogeneous reaction is not yet known. The mechanism responsible pre-
sents an interesting problem for the future.
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Electron Transfer
From Model Compounds to Proteins
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We summarize the formulation of the protein-mediated electronic
coupling calculation as a two-level system with weakly interacting
bridge units. Using model compounds as a starting point from which
to derive coupling parameters, we present a strategy for defining the
pathways for electron tunneling in biological and biomimetic systems.
The specific bonding and nonbonding interactions in cytochrome c
and myoglobin that mediate the tunneling between the porphyrin and
an attached transition metal probe are described. The method ap-
pears to succeed where traditional structureless tunneling barrier or
periodic bridge models are not adequate. An algorithm to search for
these tunneling pathways in proteins is described, and the nature of
the paths is discussed.

THE PROCESS OF ELECTRON TRANSPORT IS CENTRAL in chemistry, biology,
and physics. This field is frequently subjected to detailed reanalysis and
review (1-4). We begin the discussion here by presenting the Hamiltonian
that has been used extensively to model the generic electron-transfer prob-
lem

1
HET = I{,.p()'I + 580'; + HQ (1)
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H_, is the tunneling matrix element between donor and acceptor (reactants
and products); o, and o, are the Pauli matrices, where the eigenvalue
o, = 1 is associated with the reactant state and the eigenvalue o, = -1 is
associated with the product state; H, supplies the dynamics for the nuclear
motion (reaction coordinates and bath), and 8 is the instantaneous energy
difference between the reactants and products (5-8). This Hamiltonian leads
to the ubiquitous rate equation for transfer between weakly coupled donors
and acceptors (1-10).

21

kET=7

|Hof? (FC) @)

Assuming that this separation can be performed and that the process is not
relaxation-controlled, the rate is proportional to the electronic coupling factor
|H|? times a nuclear Franck-Condon (FC) weighted density of states (ac-
tivated) factor; % is Planck’s constant divided by 2.

Equation 2 gives the rate in the weak coupling limit, often called the
nonadiabatic limit. Two important conditions must hold to write this equa-
tion. First, an energy separation is required to reduce the problem to the
Hamiltonian given by eq 1 (i.e., a two-level system coupled to nuclear modes;
renormalization procedure). A separation of electronic energies is also re-
quired so that the electronic problem can be reduced to a two-level (donor
and acceptor) system. Second, even when the Hamiltonian of eq 1 is valid,
the transfer must be nonadiabatic to write the rate in eq 2 (1-10). The
nonadiabatic limit is valid for the model systems and proteins discussed in
this chapter. Next we discuss why the simple Hamiltonian (eq 1) is appro-
priate for such complex problems.

Bridge-Mediated Electron Tunneling and Two-Level Systems

First, consider the electronic part of this problem. Because of the complexity
of proteins, we hope to reduce it to smaller appropriate parts (if possible)
that can be analyzed and understood. This is achieved by gradually elimi-
nating higher energies. The first step in this procedure is to assume that
the energies involved in chemical bonding are very small compared to core-
electron excitations. This assumption allows the elimination of the core elec-
trons. The core electrons provide a pseudopotential in which the valence
electrons move. Next we make the further assumption that coupling energies
associated with hopping between neighboring bonding orbitals are small
compared to atomic excitation energies. This assumption leads to a tight-
binding molecular orbital picture (11).

These assumptions are generally valid for the electron-transfer problem
and are adopted throughout this chapter (4, 5). This modification justifies
an effective one-electron Hamiltonian and permits computation of the tun-
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neling matrix element H,,. Finally, to reduce the one-electron Hamiltonian
of the entire system to a two-level Hamiltonian, the electronic energy sep-
aration between donor (or acceptor) and bridge sites must be much larger
than the coupling energy between donor and acceptor. If this is not the case,
there are electronic excitations with energies of the same order as the do-
nor-acceptor coupling, invalidating a two-level approach. [These energy
comparisons are best made with bond orbitals rather than atomic orbitals
(12).]

We now include the vibrational modes. If the energy scales associated
with excitations of these modes are much smaller than the electronic exci-
tation energies, we can use the Born—-Oppenheimer approximation. This
approximation allows us to solve the electronic problem for fixed nuclear
coordinates, so the nuclear coordinates enter as parameters. A two-level
system then results, with energies that are functions of nuclear coordinates.
The tunneling matrix element is calculated by fixing the nuclear coordinates
so that the reactant and product states have the same energy (Condon ap-
proximation) (2, 4, 5). If all of the energy separations discussed here are
appropriate, the problem is reduced to eq 1. References 5 and 13 describe
details of the electronic—nuclear energy separation. A tutorial showing the
reduction of a three-level system to a two-level system is given in ref. 5.
Electronic excitation energies are about 1-3 eV, so this separation is valid
for most of the nuclear modes.

Next, we include the high-frequency nuclear modes (C=O stretches,
for example, with A€} in the range 0.1-0.25 eV; () is the frequency of the
mode). In this case, #Q is much larger than other vibrational excitation
energies and kT (kg is Boltzmann’s constant and T is the temperature).
These modes, which typically arise from local vibrations, have a nearly
discrete spectrum [very low damping (14)], which should be treated in the
quantum limit; they simply renormalize the tunneling matrix element and
the driving force (7). For example, in a two-level system with thermodynamic
driving force 8, coupled to one high-frequency mode, |np> (|n,>) represents
the vibrational state of the high-frequency mode when the electron is on
the donor (D) or acceptor (A). (The equilibrium position of this high-fre-
quency mode shifts, depending on whether the electron is on the donor or
acceptor.) Because kT << #(), the donor vibrational state is always |[0>.
One of the acceptor states |n,> will dominate the process, depending on
8,. The renormalized parameters are

Hf = H,_, (Op|ns) (3a)
8083. = 80 - nAﬁQ (3b)

The effective donor state is [D®>|0,>, and the effective acceptor state is
|A®>|n,> (el signifies an electronic state). Finally, if the electronic excita-
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tions are of the same order as () and the reorganization energy is a few
times #(), the renormalization procedure is a bit different and we must
construct an energy cutoff that includes the electronic states and the high-
frequency mode. We cannot separate this process into two stages as we did
before (electronic part first, then the high-frequency mode). The final result
is very similar to the present one (i.e., a single donor state and a set of
discrete acceptor states), but these states will be mixtures of electronic and
high-frequency nuclear states rather than simple products.

Energy separation is not the only requirement for the validity of the
Born-Oppenheimer approximation. Although energy separation guarantees
that we can neglect the donor (or acceptor) excited electronic states, care is
required when computing the tunneling matrix element that depends on
details of the electronic wave function tail. Formally, as the electron moves
from donor to acceptor it spends an imaginary time (a traversal time) in the
forbidden region (15). If the nuclear modes are slow compared to this time,
the Born—-Oppenheimer approximation works (i.e., the nuclei stay essentially
fixed as the electron tunnels). The traversal time increases with the tunneling
distance and decreases with the tunneling barrier height (5). For very-long-
range transfer the Born-Oppenheimer approximation must break down, but
this approximation is reasonable for the systems discussed here (4, 16).

To this point, we have described why the Hamiltonian in eq 1 is, in
many cases, an appropriate starting point for the electron-transfer problem.
We will now describe how to obtain the two-level representation of the
electronic portion of the problem for bridged systems. The questions to be
addressed are (1) What are these two states in a complex bridged system?
(2) How is the coupling H , between the two states related to energy splittings
that are obtained from electronic structure calculations?

The simplest example of bridge-mediated electron transfer in a tight-
binding or molecular orbital model results in the Hamiltonian of eq-4. The
donor and acceptor are only coupled by their mutual interactions with one
bridge (B) orbital via the exchange interactions B ps and B 5. The Hamiltonian
matrix in this case (ay > ap,a,) is

aps Bos 0
H = Bos s Baa (4)
0 Bsa QAE)

The nuclear coordinates are represented by y, and eq 4 is written in the
Born—Oppenheimer approximation. The 3y dependence of the site energies
reflects the separation between electronic and nuclear motion and the as-
sumption that only the donor and acceptor orbitals are coupled to nuclear
distortions. Because the donor and acceptor (unmixed) orbitals are degen-
erate at the crossing of the nuclear surfaces, ap(y) = a,(y) = a (Condon
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approximation). The symmetric-antisymmetric splitting (AE) between the
two lowest states localized dominantly on donor and acceptor (eq 4) is

AE = \/(aB — + Bps® + Bra’

) _ (Bos® + Bea?)
a 2 (ag — a) ©

This splitting is nonzero even when there is no donor-bridge or bridge-
acceptor coupling! Contrary to the common claim, this splitting is not pro-
portional to H,. The resolution of this issue arises from the fact that we
have calculated the splitting between the wrong states. The splitting in eq
3 is nonzero because it includes contributions of pure donor-bridge and
bridge—acceptor mixing. The net bridge-mediated donor—acceptor interac-
tion, H , is not the splitting between states in the overall Hamiltonian with
ap = a,. Also, 2|H, | is the energy associated with mixing the donor plus
bridge state with the acceptor plus bridge state (i.e., the splitting of the
states in the corresponding two-level system). The splittings between ei-
genvalues of the full Hamiltonian of eq 4 are not directly related to H .
From the standpoint of perturbation theory, the donor—acceptor degeneracy
at the crossing point of the nuclear surfaces is broken only in second order
by the bridge, so that the coupling between the states in this order is
—BpeBas/(ag — a) (I7). Only in a true two-site model is there direct equiv-
alence between AE and 2|H,|. Also, strictly speaking, the orbital energies
that were made equivalent in the Condon approximation should be the
energies of the two-level system, not the individual site energies of the
donor and acceptor.

A general technique to reduce a bridged donor—acceptor system to the
corresponding two-level system is Léwdin diagonalization (18, 19). Working
in a basis diagonal in the bridge orbitals, the total Hamiltonian is

Boa | B = PBow
Bap @ Ba - o B;\B
BID 1A ag 0 e 0
- 0 6)

H = | Bp oA 0 ap

BIIVD Bra 0 0 oo Qpy
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Primes denote interactions between a single atomic orbital and a molecular
orbital and N is the number of bridge orbitals. Unprimed interactions are
between single atomic orbitals. The exact corresponding two-level Hamil-
tonian is

by BoiBai
Qp — Z I:OLB:' 3 E] Bpa — Z I:OLB:'D_ E] o
BDA_EI:B;)@.'M:I“A _2[ A ]

i aBi_E i OLBi—E

H =

The off-diagonal elements in eq 7 are the electron tunneling matrix elements
of the corresponding two-level system. The tunneling energy E is deter-
mined by the diagonal energies (these are donor plus bridge and acceptor
plus bridge energies) and the vibronic coupling in the molecule (a simple
average is appropriate, for example, if the vibronic coupling on the two sites
is identical) (4).

There are other methods of calculating tunneling matrix elements in
bridged systems. An elegant method that is experiencing growing interest
is the Green’s function technique. The matrix elements of the bridge Green’s
function contain the effective coupling between sites in the bridge (20-22).
Numerical techniques applicable to Green’s functions are somewhat different
from those usually applied in a Schrédinger equation approach, and some
powerful theorems allow both exact and perturbation evaluation of the cou-
plings for tight-binding Hamiltonians. The Green’s function for a system,
G, is defined by Dyson’s equation:

(E-HG=1 (8)

If the Green’s function of the isolated bridge is given by G, the donor is
coupled to bridge orbitals i with strength Bp,;, and the acceptor is coupled
to sites n with strength B;,.

H, = Bpa + Zz BoiGinBaa 9)

G, describes the propagation of amplitude within the bridge from site i to
site n; Bp, is the direct “through-space” donor—acceptor coupling and can
generally be neglected relative to the bridge-mediated terms for distant
electron transfer.

Information Learned from Model Compounds

Donor plus bridge and acceptor plus bridge states are needed for a two-
level calculation of H . As such, techniques that calculate this mixing reliably
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were the first targets of study. Ab initio techniques are now being successfully
applied to relatively small bridged electron-transfer model compounds
(23-25) and idealized systems (26). Our approach has relied on one-electron
and effective potential methods because these methods are adequate for
addressing issues of tunneling energy dependence and bridge topology ef-
fects and because it is possible to perform these calculations in very weakly
coupled systems without serious concern about basis set artifacts. Qualitative
issues related to through-bond and through-space coupling are addressed
conveniently with carefully parameterized exactly soluble square barrier
models (27).

The generic results of the bridge studies are summarized in Figure 1.
Most bridges can be “reduced” to chains of interacting pairs of orbitals with
two characteristic interactions. The details of the reduced orbitals are de-
termined by the topology of the chain and energetics of the bonds in the
bridge (28). Tunneling through a bridge of such repeating units where the
mixing into the bridge is weak and decay is rapid enough (decay per bridge
unit squared is small compared to 1, not a very stringent condition) allows
H, to) be written as in eq 10. Writing the decay of H,, per bond as € (12,
28-32

_ BaBoB: 5
I = B = )€ - o) — B s (109
Neglecting backscattering between bonds,
Brvi ]
~ 10b
“ [(E — o )(E — ag) — B2 (a0b)

For |e| > 0.4, corrections for backscattering must be incorporated in the
calculation of e itself (12, 31). Here, E is the tunneling energy, L and R
refer to the left and right hybrid atomic orbitals in the bonds, (N + 1) is
the total number of bonds in the bridge, B is the interaction within bonds,
v is the interaction between bonds, « is the energy of the (hybrid) orbitals
in the bonds, and B, and B, are the coupling matrix elements between the
donor and acceptor and the first and last bridge units, respectively. As an
example, in a linear extended hydrocarbon chain y/B = 0.25 and B =
—9 eV. Equations 10a and 10b are generalized in the next section for the
case in which the bond types in the bridge may be chemically different.
Most of the electron-transfer model compounds aimed at testing the
distance dependence of the transfer rate are of the form DB, A, where n is
variable. The potential in such linkers is, to a good approximation, periodic
(12, 28-30). The boundary conditions on the periodic potential contain the
details of the donor and acceptor structure, but the periodic nature of the
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bridge allows relatively simple calculations to make predictions about the
energy and symmetry dependence of the coupling within broad classes of
linkers. These predictions, which typically include more details than were
used to calculate eqs 10a and 10b, are reliable as long as the decay within
the bridge is sufficiently rapid and the net mixing onto the bridge is weak.
Predictions for a-bond-coupled electron transfer included pointing out the
enhanced mediation properties of bridges with convergent pathways of equal
length, such as exist in corner-fused rings (vs. edge-fused rings) and other
effects (28-30). Although the theoretical calculations seem to be in fair agree-
ment with experiment, there are several questions begging to be addressed
synthetically.

1. For fixed reaction free energy, AG, but donor and acceptor
energies varied in an absolute sense, will the decay length of
H, change the parameter B/2 in H,, « exp[-RB/2] (where R
is the donor—acceptor separation distance)? Does a hole or
electron-transfer mechanism dominate in chemical systems?

1.0
09 f ]
08 | -1
07 F 3
- E 06 P -
2 o5 3
8‘ . .
et 04 E exact perturbation expression ]
3 including both electron an
4 hole mediation o~
03 hole \ .~ electron
02 | tunneling limit \ ’"'_,.r" tunneling limit
i
0 1 o P S .\\ -
. Y S T —. oo—. ..o
o'o & -y e " L A A A 1 A L
-10.0 5.0 0.0 5.0 10.0
Energy (eV)

Figure la. € (decay per bond) vs. E plots are shown for a C—C. chain with B

= -8.5, ac = 0, and yc = -2.2 eV. The infinite chain result (U-shaped curve)

is shown (28, 29), as well as the hole- and the electron-mediation limits (eq

13). The approximate curves are adequate in energetic regimes expected for
typical model compounds (|e| ~ 0.4-0.6).
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2.

1€ ser bond !
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1.0

0.2 i o L a 1 A a & I 2 A o

For fixed donor and acceptor but varied bridge, will the net
coupling show the predicted topological effects (28-30)?

In saturated systems coupling -donors, does o or w symmetry
coupling into the bridge dominate the net interaction, H P

How important are hydrogen bonds for mediating electron
transfer? Surely there is a role for model building here. Is the
picture of hydrogen bonds as preferentially assisting hole me-
diation (12) accurate?

How costly are the symmetry demands of a/# interactions in
proteins? Do m groups assist transfer or not? Our current
thinking is that the m systems must be aligned in special ways
for significant enhancements.

The distance dependence of AG and \ (reorganization energy)
complicate the interpretation of bridge and tunneling energy
dependence studies because these parameters cannot be held
fixed with transfer distance. Can AG and A studies be per-

79

-10.0 -5.0 0.0 5.0 10.0

Energy (eV)

Figure 1b. The energy dependence of € is shown for a C-C vs. C-N chain
with B = -8.5, ay = -3.3, yv = -3.1, and yc = -2.2 eV. The C-N plot is
centered at lower energy because of the greater electron affinity of nitrogen.
The “U” shape of the curves is characteristic, where € shows distinct electron-

and hole-mediation regimes.
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formed as a function of distance to unambiguously deconvolute
the bridge structure dependence of the rates?

Answers to these questions are within synthetic and spectroscopic reach,
but obtaining them will require a coordinated effort.

The model compounds and the theoretical studies have taught us about
the typical length scales for decay of tunneling interactions in saturated and
unsaturated organic bridges. Counting bonds along the shortest path from
donor to acceptor in well-characterized model compounds suggests that the
decay of H,, is about a factor of 0.4-0.6 per bond. Reference 3 summarizes
experimentally measured values of these parameters and their dependence
on structural details of the bridge. We have learned from the theory that
“decay per bond” strategies work rather well for these typical decays, with
some qualifications (12, 28-30). The propagation of the donor and acceptor
states can be built up by sequentially introducing single bonds (or groups
of bonds in strongly delocalized systems) to the chain of orbitals. Following
the addition of each bond, the amplitude leaking onto it is calculated as a
2 X 2 problem. Interference effects can be treated within this strategy (12,
28-32) if intersecting pathways bearing similar amplitudes are handled care-
fully.

Protein-Mediated Electron Transfer Interpreted
with Decay-per-Bond Methods

Although intriguing questions remain in the model compound area, our aim
in pursuing that work was to learn how to piece together and parameterize
a model for protein-mediated electron transfer in photosynthetic and res-
piratory reactions. A physical tunneling pathway is defined as a collection
of interacting bonds in a protein around and between the donor and acceptor
that make some contribution to the donor—acceptor interaction. A few spe-
cific physical pathways may or may not dominate the electronic coupling
between donor and acceptor. Whether a relatively small number of pathways
is adequate to describe the coupling in proteins is actually a deep theoretical
issue. We argue (on the basis of rapid decay of through-space interactions
for typical tunneling energies, the relatively low density of residues, and
the anisotropic packing of bonds) that a relatively small number of pathways
is likely to be important.

The decay-per-bond approach leads to eq 11 for the contribution to the
tunneling matrix element arising from a single physical pathway with Ny
covalent couplings between bridge bonds, N through-space contacts, and
Ny hydrogen bonds (12, 31, 32)

- BaBoB:
ta, = E - o )E — ag) — Blzn H ¢’ H € (11)

i=2 j=1
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Bp or B, couples the donor or acceptor into the first or last bond of the
bridge, respectively; tg4, is the contribution to H,, arising from a single
pathway; and B, is the coupling between orbitals in the first bond. Values
for € can often be approximated by using perturbation theory. As an example,
the lowest order contribution to € is given by eq 10b. This limit totally
neglects backscattering between bonds, and corrections to it need to be
included for large €. For a particular interaction, € can be dissected into
contributions from electron and hole mediation across a bond (12) as

€ =¢ + € (12)

In the limit where hole mediation through the bond dominates, for example,
and the two coupled covalent bonds are the same

—h = Y 13
€Te E — oy ()

One can also write the propagator Gy, which is proportional to H,,
for a donor coupled to site 1 and acceptor coupled to site M, as

M
Gue]le (14a)

i=1

The exact expressions for €; can be written (20, 21)

_ Yi
€ = _E-—_————(xi Y (14b)

where A, is a site-energy correction that takes into account the influence of
all residues off (as well as on) the physical pathway between sites 1 and M
(20, 21). Strategies that include the influence of all of the higher order
corrections to the coupling neglected in our decay-per-bond (eq 11) for-
mulation exist for the calculation of the A values. The exciting aspect of
these methods is that they provide a way of interpreting the impact of specific
residues anywhere in the protein on the coupling between two sites. The
challenge now is to implement calculations of A values and related quantities
for realistic but tractable protein Hamiltonians such as that of ref. 32. This
approach still neglects interference between physical pathways. A new ap-
proach that includes multiple interacting pathways has been developed and
will be used to test the present assumption that a few pathways dominate
the coupling in many proteins.

Software that will include the calculation of interaction parameters com-
bined with a search algorithm using these strategies is under development
in our group and in other groups that are using somewhat different ap-
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proaches (33). We recently wrote software (34) in an effort to understand
the dependence of electron-tunneling mediation in proteins on details of
the primary, secondary, and tertiary structure. The software makes the
following assumptions:

1. All covalent bonds in the path cause equivalent decay, €. A
typical value of this factor is 0.6. Model compounds would
suggest typical per-bond decay factors of 0.4-0.6 (this is the
decay of H , per bond; square it to see the effect on the transfer
rate).

2. All through-space interactions have the same orientation pre-
factor (o) and decay length (B’), €5 = o€ exp[-B'(R — R¢)]
(where R is the through-space distance and R is the ref-
erence covalent separation distance). Typically, o is fixed at
0.5 for pathway surveying and B’ is fixed between 1.7 A~ (10-
eV binding energy for transferring electron) and 1.0 A~ (5-
eV binding energy).

3. Hydrogen bonds couple as strongly as two covalent bonds,
when scaled to reference covalent bond lengths, €y = €3’
exp[—B'(R — Ryp®Y)].

4. Interactions between pathways are neglected during the
search. Interference effects due to the addition of amplitude
arriving at the acceptor from multiple pathways can be in-
cluded by summing the contributions independently.

We choose to neglect orientation factors in hydrogen bonds. Discussion
of these parameters is found in ref. 12. In an extended-Hiickel calculation,
the B values in eqs 10a, 10b, and 11 depend on the orbital binding energies.
References 12 and 27 show that it is actually more appropriate to use the
electron tunneling energy to calculate B. In any case, the pathways are not
strongly dependent on the particular chosen tunneling energy, as long as a
realistic value is selected (34).

This strategy for pathway mapping intentionally neglects differences
among bond types and orientations. The method for including bond differ-
ences and angular effects is described in ref. 12. Although angular effects
require greater attention, the differences among decay factors for different
bond types should not cause gross changes in the pathways. The strategy
presented here would be meaningless if the qualitative aspects of the pre-
dictions were dependent on fine details of the decay parameters.

The o value can be purposely varied to find pathways that exclude
through-space segments. The decay factors include the qualitative aspects
of the coupling, such as the similarity between covalent and hydrogen-
bonded coupling (12), as opposed to through-space coupling. The rough
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choice of parameters is sufficient for a qualitative understanding of dominant
pathways.

Realistic values of € are defined by the resonance integral for the bond
and tunneling electron energy relative to the bond energy. As discussed in
refs. 27 and 34, typical values of €3 are 0.4-0.6 for the bonds of interest.
The value of B, the decay length of the through-space interactions, is de-
termined by the binding energy of the tunneling electron.

The density of physical pathways found is sufficiently low that identi-
fication of individual paths is sensible (i.e., key residues can have an impact
on the net coupling). The limitations of these admittedly simplistic assump-
tions are discussed in refs. 28-32. Now we justify, or at least explain, the
approach. Square barrier models of protein-mediated electron tunneling (9,
35) are cruder than the calculation described here because they neglect the
atomic graininess and the inhomogeneity of the bridging medium (36, 37).
The present model includes these features. However, all of these simple
models contain the essential physics of the electron-mediation problem and
have provided excellent guidance for designing and interpreting experi-
ments. We are confident that the models presented here will be supplanted
by less naive ones in the future. In the meantime, we hope that they will
allow the rational design of target proteins for site-directed mutagenesis and
semi-synthesis-based electron-transfer studies, along with the interpretation
of experimental results not anticipated by existing structureless barrier tun-
neling models.

Using these assumptions, we searched for the physical pathways with a
graph search algorithm (34) in well-characterized proteins with known do-
nor—acceptor couplings and transfer rates. We focus here on ruthenated
myoglobin and cytochrome ¢ (38—40) because these systems are so well-
defined and well-characterized, and the coupling is clearly polypeptide-
mediated (41-57). Detailed discussion of this work is presented in ref. 34.
Here we will review some of the qualitative conclusions of the ruthenated
protein studies and present the strongest evidence in support of the pathway
search method.

The pathway search algorithm is not sensitive to special orientation or
aromatic residue effects. For this reason, it is useful to look at the family of
best pathways to draw qualitative conclusions and to compare relative path
lengths between isomers for the best paths found. Myoglobin is a highly
helical protein. The best family of pathways (34) between His 81 and the
porphyrin are shown in Figure 2. Pathways follow the a-helix from the His
to the porphyrin. In the His 12 derivative, the physical paths are roughly
orthogonal to two portions of a-helix between His and porphyrin. Important
paths follow prominent secondary structures only to the extent that they
provide rather direct connections between donor and acceptor. In myoglo-
bin, there seem to be abundant “good” pathways differing from one another
in only minor ways. Hence, induction of a rate change in myoglobin by
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Ru(His 81) Myoglobin

u(His 12) Myoglobin

Leu 76

Figure 2. Top: The best family of pathways (34) between His 81 and the

porphyrin are shown (myoglobin). The paths follow the a-helix from the His

to the porphyrin and the through-space connections onto the ring. Bottom: In

the His 12 derivative, the Trp 14 ring bridges most of the pathways between

two o helices that are hard to identify because the paths move orthogonally
to the helix axes.
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changing specific protein atoms or bonds would probably require exquisite
planning.

Another interesting aspect of the myoglobin pathway analysis is that the
His 116 and His 12 derivatives have through-space contacts in all of their
best pathways, as opposed to the His 48 and His 81 derivatives that have
purely bond-mediated paths available. This observation led to reanalysis of
the experimental data and questioning of whether the quenching in these
isomers results from intramolecular electron transfer. The experiments are
now being carefully reexamined (58).

The relatively large number of paths in myoglobin (hundreds within a
factor of 10 coupling of the best) is not found in other proteins. In cytochrome
¢ (Figure 3) only about 10-30 strongly coupled pathways are found, most
without any through-space connections. This is probably a result of the less
helical and less compact nature of cytochrome c¢. The measured rates in
cytochrome ¢ are known with greater certainty because they are sufficiently
fast [the *Zn—porphyrin experiments in particular (38—40)] and provide an
interesting study of the utility of the pathway model. Table I reports I, €;
for the pathways and the equivalent calculated effective number of sequential
covalent bonds.

These effective transfer distances track quite well with the measured
rates. However, the measured rates do not track well with structureless-
medium models that predict simple exponentially decaying rates propor-
tional to exp[-BRp,]. For typical choices of B, the simple exponential scaling
is off by at least an order of magnitude for these isomers. This result is the
best experimental evidence so far for the importance of the pathways. Not
only does the pathway analysis predict the proper ordering of the rates in
the three isomers, it also predicts the relative couplings rather well. The
factor of 0.6 decay per bond was chosen to give the ratio of His 48/His 81
myoglobin rates of ~10° for paths that differ by approximately five bonds
(41).

To summarize the results of the pathway analysis, we are finding that
(1) there are qualitative differences in the kinds of coupling pathways in
different proteins, (2) transfer rates in cytochrome ¢ seem to correlate well
with the effective number of steps in the pathway but not with the through-
space distance, and (3) hydrogen bonds appear to be crucial for linking
covalent legs of the paths. Although the method does not differentiate be-
tween saturated and aromatic residues, there is no evidence from this family
of experiments that aromatic residues provide any special rate enhancement.
This finding may reflect the fact that the orbital overlap cost of mixing onto
and off such groups can be rather large. Tests of these calculations can be
carried out by site-directed mutagenesis of the protein pathways and careful
temperature-dependence studies in ranges where fluctuations that facilitate
through-space coupling (28) interactions (not gating) are shut down.
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Ru(His 33) Cytochrome ¢

Ru(His 39) Cytochrome ¢

Figure 3. Pathways in His 33 (top), His 39 (bottom), and His 62 modified

cytochrome c (next page). The His 33 derivative is from horse heart, His 39

is from Candida krusei, and His 62 is from Saccharomyces cerevisiae. Table

I correlates the experimental values of the electronic couplings for these isomers
with the pathway predictions.
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in values of B, the distance decay of the rate (proportional to the square root
of the tunneling energy), of roughly 2-3 A\, roughly twice that observed
in any well-characterized model compound or protein. Apparently, coupling
mediated by the bridge dominates the coupling that would result at equal
distance in the absence of the bridge. This order-of-magnitude argument
has been confirmed by several groups in more detailed calculations. In the
weak coupling, relatively rapid decay regime, perturbation-theory ap-
proaches are adequate and expressions for the decay per bond in saturated
linkers can be estimated. For relevant tunneling energies, these predictions
are in very good agreement with calculations that consider the entire bridge.
However, predictions of energetic and topological effects on the transfer
rates remain to be unambiguously tested.

Experimental and theoretical studies have made rapid progress over the
last 5 years. Of particular theoretical interest has been the synthesis and
physical study of donor-bridge—acceptor systems with fixed separation dis-
tances. The theoretical framework for understanding bridge-mediated cou-
pling in model compounds seems to be well in place; yet many key
experimental tests of generic predictions remain to be performed as de-
scribed in the foregoing discussion. As experimental tests emerge, more
detailed theoretical analysis will undoubtedly be warranted.

The situation with proteins is more complex. Site-directed mutagenesis
techniques, redox-active protein labeling, semisynthesis techniques, and the
solution of the photosynthetic reaction center structure have introduced
unanticipated theoretical challenges. Simple questions like, “How well does
the ubiquitous hydrogen bond mediate electron transfer?” remain nearly
unaddressed. Meanwhile, strategies are still needed to reliably treat coupling
mediated by large and complex bridges, as are more systematic experimental
tests of the theory. Although the protein tunneling pathway model proposed
here seems compelling with existing data, the model makes real predictions
that can be directly tested experimentally. Such experimental work might
involve the design of systems with particularly weak or strong coupling at
fixed transfer distance, analysis of pathway-induced temperature depen-
dences, and tunneling energy effects on the coupling,
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Ru(His 62) Cytochrome c

His 62

Figure 3. Continued. Pathway in His 62 modified cytochrome c.

Table I. Dominant Paths in Cytochrome ¢
Relative |H,|?

Through- Effective Fit for Ru**—FeP*
Bond Through- 1II,€?*  and Zn P*—Ru’*
Isomer Links® Bond Links (Relative) Reactions Rpa (A)
His 39¢ 15 (1 H bond) 16.3 664 441 13.0
His 33¢ 18 (1 H bond) 17.6 180 144 13.2
His 62¢ 20 (3 H bond) 22.1 1 1 15.5

NoTE: All results were calculated with ¢ = 0.5, B’ = 1.7 A~, and counting hydrogen bonds
as two through-bond connections from heteroatom to heteroatom. See ref. 38 for description
of the experiments. None of the isomers had through-space links.

“Bonds were counted from Ru to the porphyrin ring edge or to the porphyrin metal atom for
paths involving a ligand of the porphyrin metal (His 33 cytochrome c only).

*Relative coupling squared gives predicted relative transfer rates, assuming equal activation
parameters, donor-bridge couplings, and acceptor-bridge couplings.

C. krusei.

8. cerevisiae.

Conclusions

We conclude with a summary of where the bridge-mediated problem now
stands for complex bridges. Typical binding energies of w-electron systems
are roughly 6-10 eV. Optical excitation of 2 eV or less decreases this effective
binding energy somewhat. However, binding energies like this would result
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Photoinduced Charge Separation and
Charge Recombination of Transient
Ion-Pair States

Ultrafast Laser Photolysis

Noboru Mataga

Department of Chemistry, Faculty of Engineering Science, Osaka University,
Toyonaka, Osaka 560, Japan

The mechanisms and dynamics underlying photoinduced charge sep-
aration (CS) and charge recombination (CR) of the produced charge-
transfer (CT) or ion-pair (IP) state are discussed on the basis of the
results obtained by femtosecond—picosecond laser photolysis and
time-resolved spectral studies on various donor—acceptor (D-A) sys-
tems combined by spacers or directly, on the uncombined fluores-
cer—quencher pairs, and on CT complexes. By comparing the results
for these various systems concerning the effects of electronic inter-
action between D and A, energy gap of electron transfer, and solvent
dynamics on the photoinduced CS and CR of the produced CT or IP
state, a much deeper insight into the nature of the electron-transfer
mechanism prevailing among those different kinds of systems has
been obtained.

THE MECHANISMS AND DYNAMICS regulating the photoinduced charge
separation (CS) and charge recombination (CR) of the produced charge-
transfer (CT) or ion-pair (IP) states, as well as related phenomena in liquid
solutions, rigid matrices, molecular assemblies, and biological systems, are
the most fundamental and important problems in the photophysical and
photochemical primary processes in the condensed phase (1-5).
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In general, the rate of the photoinduced CS and that of the CR of the
CT or IP state are regulated by the magnitude of the electronic interaction
responsible for the electron transfer (ET) between D (electron donor) and
A (electron acceptor) groups, the Franck—Condon (FC) factor (which is re-
lated to the energy gap for the ET reaction), the reorganization energies
originating from the vibrational freedoms within D and A as well as the
polarization motions of the solvent molecules surrounding D and A, and also
the solvent-orientation dynamics in the course of ET in polar solvent.

Depending upon the strength of the electronic interaction between D
and A responsible for the ET, the reaction will be nonadiabatic (a) or adiabatic
(b). If the electronic interaction is sufficiently strong in case b and the energy
gap relation is also favorable, the ET process will become barrierless (c) and
will be governed by both the solvent-orientation dynamics and intramolec-
ular vibrations of D and A groups (6, 7). When the effect of the solvent
dynamics on the ET process is dominant, it is believed that the longitudinal
dielectric relaxation time, 7, or solvation time, 75, will be important as a
factor controlling the ET rate. In a limit of strong electronic interaction

‘between D and A groups combined rigidly, its excited singlet state can be

regarded as a very polar single molecule, and a large fluorescence Stokes
shift due to solvation in polar solvents can be observed (d). The first theo-
retical formula for the Stokes shift in case d, given by Mataga et al. (8) and
Lippert (9), has been extended recently by Bagchi et al. (10) and others to
take into consideration its dynamical aspects.

However, in many actual systems of strongly interacting D and A, the
electronic structure or the extent of the CT from D to A can change gradually,
accompanied by some geometrical change in the course of extensive solva-
tion. This is the case between c and d; that is, when the electronic interaction
between D and A groups is increased beyond case c, the simple electron-
transfer mechanism based on the two-state model (locally excited initial state
and final IP state due to one electron transfer) will become invalid. Because
this case does not seem to be well-recognized in general, we discuss this
problem mainly in relation to the photoinduced CS process of a strongly
interacting D—A system, considering the results of our femtosecond-
picosecond laser photolysis studies of D—A systems combined by spacers or
directly by single bonds (11-20) and similar studies, as well as some previous
investigations of CT complexes between aromatic hydrocarbons and various
electron acceptors (21-30).

The photoinduced CS between fluorescer and quencher groups and
excitation of the CT complex in such strongly polar solvents as acetonitrile
leads to the formation of the IP or CT state. Those IPs generally undergo
CR and dissociation into free ions or some chemical reactions. The behaviors
of those CT or IP states are of crucial importance from various viewpoints;
in many cases the fate of successive reactions is determined by intermediate
CT or IP states. For example, the very rapid photoinduced CS among the
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special dimer of bacteriochlorophyll, bacteriochlorophyll monomer, and bac-
teriopheophytin, and the much slower CR rate of produced IP in the bacterial
photosynthetic reaction center (31) are directly responsible for its ultrafast
and extremely efficient redox reaction.

One of the most important factors regulating the CR rate of the IP
leading to the formation of the ground state seems to be the energy gap
between the relevant states. For the CR rate constant k¢ of IP produced
by the fluorescence-quenching reaction in polar solution, only the results
for the inverted region were available previously (32—35); no results had
been published for the normal region. We made systematic studies of this
problem by directly observing the CR deactivation of the geminate IP in
acetonitrile solution with ultrafast laser spectroscopy. Our results cover the
inverted region, the normal region, and the top region, establishing a bell-
shaped relationship (17, 36, 37).

As in the case of the photoinduced CS reaction, we examined the kcg
of the IP that is produced by excitation of CT complexes where D and A
interact more strongly than in the fluorescence-quenching reaction in ace-
tonitrile solution. We found a kcy energy-gap dependence quite different
from the bell-shaped result (29, 30). We have confirmed that the relationship,
log kg = —|AG,,", is observed in acetonitrile solution for a wide range of
—AG,,° values (-AG .’ is the free-energy gap between the IP and the ground
states). This remarkable difference of the IP energy-gap dependence of kcg
seems to be related to the difference in its structure, depending on the mode
of its formation. The IP formed by exciting the CT complex may have a
tighter structure with stronger interaction between D* and A~ ions in the
pair than in the IP produced by CS at the encounter between fluorescer
and quencher. We have compared the behaviors of these different kinds of
IPs and discuss the relevant mechanisms in this chapter.

In addition, the existence of different kinds of IPs is crucially important
in some organic photochemical reactions that proceed via the IP states pro-
duced by photoinduced CS. The chemical reactivity of the IP formed by CT
complex excitation seems to be quite different from that of the IP produced
by the CS through an encounter between an excited molecule and an elec-
tron-donating or -accepting quencher molecule.

Photoinduced CS and CR of the Produced IP State
of Combined D-A Systems

We investigated the Pn [p-(CH,),N-CcH,-(CH,),-(1-pyrenyl), n = 1, 2, 3],
An [p-(CH;),N-C¢H -(CH,) ,~(9-anthryl), n = 0, 1, 2, 3], 9,9'-bianthryl, and
their derivatives, 1,2-dianthrylethanes, with femtosecond—picosecond laser
photolysis and time-resolved transient absorption spectral measurements in
alkanenitrile and viscous alcohol solvents (11-20). The time-resolved ultrafast
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absorption spectral measurements give direct information on the electronic
structures of the system undergoing photoinduced ET. Such structural in-
formation is extremely important for discriminating various cases of ET proc-
esses, as described in the introductory section. This discussion deals mainly
with results obtained in alkanenitrile solutions of Pn and An.

As an example, time-resolved absorption spectra of Pn in acetonitrile
(ACN) are shown in Figure 1 (13). The rapid rise of the characteristic sharp
absorption band at 500 nm indicates the intramolecular IP state, and the
rapid decay of the absorption around 470 nm indicates the S,-S, (from the
lowest excited singlet to the higher excited singlet state) transition localized
in the pyrene part. Very similar time-resolved spectra with slightly slower
rise and decay processes have been observed also in n-butyronitrile (BuCN)
and n-hexanenitrile (HexCN) solutions. In the case of An (n = 1, 2, 3) in
alkanenitrile solutions, we can observe the rapid rise of the characteristic
absorption band at 480 nm due to the DMA (N,N-dimethylaniline) cation of
the intramolecular IP state. In these systems, the rise curves of the IP state
converge to constant values. These flexible-chain compounds may have some
distribution of ground-state conformations that might affect the CS process
in the excited state. Nevertheless, the rise curves of the IP-state absorbance
can be reproduced approximately by an exponential function with rise times
of ca. 1-10 ps, as shown in Table I (13).

The 7¢g (rise time of the IP state) values of Pn and An (n = 1, 2, 3) in
Table I are much longer than the solvent 7, value. This comparison suggests
that the photoinduced CS in these systems are not directly controlled by
the solvent-reorientation dynamics. Even if we use the solvation time T
(38) estimated from the dynamic fluorescence Stokes shift of the polar probe
molecule, this conclusion is not altered except in the case of A}, where 7
is close to 7, a result suggesting the possibility of control by solvation
dynamics. However, at ~1 ps delay time after excitation of aromatic mol-
ecules, the intramolecular vibrational relaxation (cooling) is not yet com-
pleted (39). Therefore, possibly the CS is taking place from the state with
excess vibrational energy in A ;.

These observations on Pn and An (n = 1, 2, 3) show that the photoex-
citation is initially localized in the pyrene or anthracene portion; then ET
takes place to produce the IP state. In the case of model compounds used
previously for investigating the effects of solvent dynamics on the photoin-
duced intramolecular ET reaction, this criterion was not necessarily clear
(40).

As shown in Table I, the T¢y values are almost 3 orders of magnitude
longer than 7 values. Contrary to the case of T¢g, they generally become
shorter with an increase of the intervening chain number n.

It seems possible to give a satisfactory account of these results in terms
of the usual nonadiabatic ET mechanism (12, 13). In general, the electron-
transfer rate constant k can be written in terms of the factor A, which
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Table I. Rise and Decay Times of the Intramolecular IP State of Pn and An
in Alkanenitrile Solutions

Tcs (ps) _ TCR (ns)
Compound ACN BuCN HexCN ACN BuCN HexCN
P, 1.7 2.5 4.5 7.0 11 11
P, 6.1 7.7 — 3.3 10 —
P; 11 25 — 1.1 4.1 —
A, 0.65 1.0 1.4 4.0 7.1 8.0
A, 2.1 4-5 — 1.0 3.2 —
A; 2.7 10 — 0.7 5.2 —
A, — 2.7 5.0 48¢ — —
T 0.2 0.5 (20.7)

“Inverse of nonradiative rate constant from the (CT) fluorescent state, of which the observed
lifetime was 31 ns. Data from ref. 53.
SOURCE: Reproduced from ref. 13. Copyright 1990 American Chemical Society.

incorporates the tunneling matrix element H,, and the FC factor, including
contributions from both intramolecular vibrations and solvent orientation as
follows.
k= A-(FC) (1)
— _ 2wH.}
o) @)
where (FC) is related to the free-energy gap —~AG?, (o) is the average angular
frequency of the intramolecular vibrational mode, and % is Planck’s constant
divided by 2.

The free-energy gap for CS (-AG ") of the D—A pairs of these systems
in ACN, for example, is ~0.5 eV, where the kgs (Tcs™) vs. —AGs° rela-
tionship is in the normal region and rather close to the top region. This
placement agrees with both theoretical predictions (33, 41-45) and the ex-
perimental estimation of kg values by means of the transient effect in the
bimolecular fluorescence-quenching reaction (46). Therefore, the difference
of ks values among compounds with varying chain numbers may be ascribed
not only to the small difference in —~AG ¢5° but also to the factor A containing
the tunneling matrix element H,,. By taking A = 10"-10% s, k¢ can be
estimated to be 10102 57! (33). On the other hand, —AG ¢s° will decrease
slightly in the order of ACN > BuCN > HexCN because of the decrease
of solvation energy of the IP state. Because the kcs vs. —AG ¢s° relationship
is in the normal region at —~AG ® ~ 0.5 eV, this decrease of —~AG ¢’ results
in a slight decrease of kg. Nevertheless, as the solvent reorganization energy
also decreases in the same order, the effect will be rather small.

The much smaller rate of CR in the intramolecular IP state can be well
understood as a result of the overwhelming influence of the FC factor. As
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already discussed, we have established by ultrafast laser photolysis meas-
urements the bell-shaped kcg (tcp™") vs. —AG,,° (free-energy gap between
the IP and the neutral ground state) relationship for the IP produced by
fluorescence-quenching reaction in acetonitrile solution (17, 36, 37). For
both Pn and An, the kcg vs. —AG,,° relationship is in the inverted region
at the large energy gap around —-AG,,° ~ 2.8 €V and the energy gap for An
is slightly smaller than that for Pn. Taking A = 10* s for the n = 1
compounds yields kcg = 10® s, in agreement with observation. For (n =
3) compounds, configurational change to sandwich form can take place; this
change increases A and decreases —AG,,°, leading to the faster CR with
keg ~ 10° s7%

Because the 7¢g of A; is rather close to the solvation time 7g in the
alkanenitrile solvent, the photoinduced CS of this system may be controlled
approximately by solvent dynamics. In A,, the D and A groups are directly
combined by a single bond, and the electronic interaction between them
will be much stronger than in A;. The photoinduced CS in A, will be truly
controlled by solvent orientation dynamics or, in strongly interacting D and
A groups, its CS process cannot be described by the simple two-state model,
A*-D — A-D*, but will be explained by assuming a gradual change of
electronic structure toward increasing polarity, accompanied by some geo-
metrical change and extensive solvation. The spectra in Figure 2 show a
gradual change from an absorption band that is somewhat analogous to but
broader than that of the S, state of anthracene to one that indicates the CT
state, with its characteristic DMA cation band around 450 nm. The approx-
imate decay time of the initial state or rise time of the CT state can be
estimated as shown in Table I. These values are much longer than the
corresponding T¢g values of A;.

These results on A, imply that A, is the case between c and d, as
discussed in the opening section. For such systems with very strong elec-
tronic interaction between D and A groups, the photoinduced CS is not
readily determined by the solvent dynamics. Similarly, these results cannot
be interpreted simply by the two-state model based on the usual ET theories
that assume weak interaction. A possible interpretation for this fact may be
that the CS in such a strongly interacting system becomes a little slower
because of intramolecular geometrical rearrangements and that extensive
solvation is necessary to prevent the electronic delocalization interaction in
the IP state.

Photoinduced CS can take place not only in systems with definite D
and A groups combined by spacer or directly [as in the intramolecular ex-
ciplex-compounds already discussed (11-13, 17, 18)], but also in some sys-
tems with identical halves (14-16, 19, 20). The most well-known example
is the solvation-induced broken symmetry (19) of excited 9,9'-bianthryl (BA)
in polar solvent (14, 19, 47). The picosecond time-resolved transient ab-
sorption spectra of BA in 1-pentanol, for example, can be reproduced ap-
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Figure 2. Time-resolved transient absorption spectra of Ao in BuCN (a) and
HexCN (b), measured with the femtosecond laser photolysis method. (Repro-
duced from ref. 13. Copyright 1990 American Chemical Society.)

proximately as a linear combination of the spectra in hexane (nonpolar S,
state a little delocalized over two anthracene rings) and acetonitrile (intra-
molecular CT state), and the time-dependent change of the spectra converges
to an equilibrium (14). From such analysis, the photoinduced CS of BA in
1-pentanol has been confirmed to take place with g ~ 170-180 ps at
23 °C (14). A similar result, very close to 7, = 174 ps, has been obtained
by picosecond time-resolved fluorescence measurement (14).

Although the time-resolved transient absorption spectra of BA in 1-
pentanol can be reproduced approximately by linear combination of the
spectra in hexane and acetonitrile, the spectrum in acetonitrile is much
broader and peak positions are shifted compared with the superposition of
the absorption bands of anthracene cation and anion radicals in acetonitrile
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solution. This means that complete CS seems to be difficult, even in ace-
tonitrile solution, because of the strong interaction between two anthracene
moieties. Moreover, the time-dependent change of the spectra converges
to an equilibrium, and a considerable proportion of the nonpolar state seems
to be populated in this equilibrium state.

Therefore, even though the two anthracene planes in BA are twisted,
which decreases the delocalization interaction between the two moieties, a
considerable amount of interaction still exists. Owing to this interaction, the
photoinduced CT process of BA in polar solvents is deemed a gradual change
of electronic structure from nonpolar to polar, probably accompanied by a
small change of twisting angle in the course of solvation. An approximately
quantitative description of such change of electronic structure along the
solvation coordinate was given previously (47) without consideration of the
change of twisting angle by means of the generalized Langevin equation.

We have examined also the photoinduced CS of 10-chloro-9,9'-bianthryl
(BACI), in which the symmetry of BA is slightly perturbed by substitution
at the 10 position. In this case, T has been confirmed to be 140 ps, which
is considerably shorter than that of BA. This result means that the intra-
molecular CS of this slightly perturbed BA is not determined easily by the
solvent reorientation, but the slightly presolvated state for this symmetry-
disturbed compound will facilitate the CS process (14).

If two anthracene moieties are separated by methylene chains, an almost
completely charge-separated state may be realized in strongly polar solvents,
as we observed in the Pn and An (n = 1, 2, 3) systems. Actually, we have
observed by means of picosecond laser photolysis such a solvation-induced
CS in the excited state of 1,2-di-1-anthrylethane [D(1-A)E] and 1,2-di-9-
anthrylethane [D(9-A)E], both of which seem to have partially and weakly
overlapped configurations between two anthracene rings, as indicated in
Figure 3 (15, 16, 20). In the case of D(1-A)E in acetonitrile, for example,

<),

Figure 3. Schematic diagram of partially and weakly overlapped configurations
of 1,2-di-1-anthrylethane (left) and 1,2-di-9-anthrylethane (right).
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the formation of the completely charge-separated state within ~30 ps has
been observed by picosecond time-resolved absorption spectral meas-
urements (15, 16). This rise time of the CS state may not be unreasonable
in view of the relevant energy gap —AG " ~ 0.33 eV (15, 16).

The photoinduced CS in the bacterial photosynthetic reaction center
seems to start at the special pair (SP) of bacteriochlorophylls and lead to a
series of redox processes. In the SP, two bacteriochlorophyll chromophores
interact weakly and overlap only partially with each other. The photoinduced
CS in the SP might be induced by some environmental effect in proteins,
on which the chromophores are held. This circumstance is different from
the photoinduced CS in composite systems with two aromatic groups in
perpendicular configuration, as in BA and TICT (twisted intramolecular
charge transfer) compounds. Rather, it is very similar to the example pre-
sented of the photoinduced CS of 1,2-dianthrylethanes in acetonitrile.

On the other hand, -AG,,° = 2.85 eV for the CR of the intramolecular
IP state of D(1-A)E in acetonitrile, which leads to kcg ~ 10"=10% s~ on the
basis of the observed bell-shaped energy-gap dependence of the CR reaction
of the geminate IP (37). However, the observed lifetime of the IP state
becomes much shorter than 10 ns as a result of conversion to the excimer
state (15, 16). The excimer formation may be facilitated by a slight mutual
approach of two chromophores in the IP state. If the mutual approach of
the chromophores in the present system is prevented by fixing them with
a rigid spacer, the lifetime of the IP state may become much longer.

CS Processes in the Excited CT Complexes

Another extreme case of photoinduced CS in the strongly interacting D-A
system is provided by the excited CT complexes. A brief discussion follows
of the results of femtosecond—picosecond laser photolysis and time-resolved
absorption spectral studies on aromatic hydrocarbon-TCNB (1,2,4,5-tetra-
cyanobenzene), —acid anhydrides, ~-TCNQ (tetracyanoquinodinomethane),
and ~TCNE (tetracyanoethylene) complexes. We compare the photoinduced
CS processes of these various CT complexes with D and A of different
strengths. In addition, we compare the results on CT complexes with those
of the D-A systems combined directly by single bond or by spacer.

Previous luminescence measurements, nanosecond laser photolysis
studies on the TCNB-toluene system, and some MO (molecular orbital)
theoretical investigations on its electronic structures in the ground and ex-
cited states indicated a large change of geometrical structure within the
complex and the surrounding solvents in the course of relaxation from the
excited FC to the equilibrium CS state (21-24, 48). Nevertheless, the details
of this change were still unclear. We observed it directly with femtosecond
laser spectroscopy (12, 25-27).

In general, the rate of the CS in the excited state of CT complexes will
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depend on the configurations of D and A in the complex in the ground state,
excited FC state, and relaxed IP state; the strength of interactions between
D and A; and the nature of the environment. The dynamics and mechanisms
of the changes from the excited FC to the relaxed IP state can be demon-
strated by time-resolved absorption spectral measurements, as shown in
Figures 4 and 5 for TCNB in toluene solution.

Immediately after excitation, a slight change of absorption intensity
accompanied by a slight sharpening of the band shape toward the free TCNB
anion band takes place with a time constant of 1.5 ps. This spectral change
can be ascribed to the configuration change of D and A within the 1:1 complex
from the FC excited state with asymmetrical configuration toward a more
symmetrical overlapped sandwich-type configuration as indicated in Figure
6, which increases the extent of CS according to the previous MO predictions
(22—-24). This structural change within the 1:1 complex does not lead to the
complete CS, but further interaction with donor and formation of the 1:2
complex (A™*D,*)* is of crucial importance for it. As shown in Figure 5b,
the spectrum at 170 K is very similar (even at 100 ps delay time) to that at
4.5 ps at room temperature. The positive hole created by removing an

—

PS| () (b)
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Figure 4. (a) Time-resolved transient absorption spectra of TCNB in toluene

solution measured with the femtosecond laser photolysis method. (b,c) Time

profiles of absorbance at 465 nm; c is an enlargement of the first section of
b. (Reproduced from ref. 25. Copyright 1989 American Chemical Society.)

In Electron Transfer in Inorganic, Organic, and Biological Systems; Bolton, J,, € a.;
Advances in Chemistry; American Chemical Society: Washington, DC, 1991.



Publication Date: May 5, 1991 | doi: 10.1021/ba-1991-0228.ch006

102 ET IN INORGANIC, ORGANIC, AND BIOLOGICAL SYSTEMS

(a)
[ ]
® 0.5ps
04.5ps
Be)
]
N
I}
£
} .
o
E | 1 1 1
v (b)
c
g
0n
o)
Figure 5. (a) Transient absorption spec- 0
tra at several delay times corrected for 2
the chirping of the monitoring white
pulse. The absorption intensity is nor-
malized at 465 nm. (b) Transient absorp-
tion spectra at 100 ps delay time ob- 1 ! L 1
served at 170 K. (Reproduced from ref. 400 500
25. Copyright 1989 American Chemical
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electron from an aromatic hydrocarbon is stabilized by dimer cation for-
mation. Therefore, the formation of the unsymmetrical 1:2 complex
Y(A~D,*)* in the excited state facilitates the CS.

In the case of TCNB in toluene solution, the rise time of this 1:2 complex
formation was determined to be 30 ps (25, 26). Similar results were obtained

N <N

b <

(a) (b)

Figure 6. Possible geometrical structures of 1:1 TCNB complex. (a) FC excited
state; (b) relaxed excited state with symmetrical overlapped configura-
tion.(Reproduced from ref. 26. Copyright 1990 American Chemical Society.)

In Electron Transfer in Inorganic, Organic, and Biological Systems; Bolton, J,, € a.;
Advances in Chemistry; American Chemical Society: Washington, DC, 1991.



Publication Date: May 5, 1991 | doi: 10.1021/ba-1991-0228.ch006

6. MaTAGA Separation and Recombination of Transient Ion-Pair States 103

for other TCNB solutions in benzene and mesitylene. In summary, the
photoinduced CS in these solutions is given by
(A8 - D*Y) L3 LA™Y - D+)* T

structural change
within 1:1 complex

(A - DT 3 AT DY) (3)

where 8, 8', and 8'' represent the degree of partial charge transfer, 74 = 2
ps, 1.5 ps, and 550 fs, and 7, (time constant of the 1:2 complex formation)
= 20 ps, 30 ps, and 40 ps, respectively, for benzene, toluene, and mesitylene
solutions (25, 26).

We also examined the photoinduced CS of the TCNB complexes in polar
solvents (25, 27). The results shown in Figure 7 for the TCNB—toluene
complex in ACN indicate that the solvent reorientation can induce CS with
a time constant shorter than 1 ps to a considerable extent, but not completely.
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Figure 7. (a) Time-resolved transient absorption spectra of the TCNB—toluene

complex in acetonitrile measured with the femtosecond laser photolysis method.

(b) Transient absorption bands at 1- and 35-ps delay times, corrected for the

chirping of the monitoring white pulse. The intensity is normalized at 462 nm

(peak wavelength in acetonitrile). () Time profile of absorbance of corrected

spectra at 462 nm. (Reproduced from ref. 25. Copyright 1989 American Chem-
ical Society.)
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For the complete CS leading to IP formation, further intracomplex structural
change and solvation, which take place with a time constant (1) of ~20 ps,
seem to be necessary.

(A~® - D*¥) I [A-Y . D*¥)FC LB

solvation

(AT D*)gr 2o AT DY)y (4)
and further solvation

The 7¢s value in ACN has been confirmed as becoming shorter with
lowering of the oxidation potential of the donor (that is, T¢cs = 41, 20, 13,
12, ~7-8, and ~5-6 ps, respectively, for the TCNB complexes with ben-
zene, toluene, mesitylene, p-xylene, durene, and hexamethylbenzene do-
nors, with oxidation potential decreasing in this order). These 7 values are
much longer than 7, of ACN. Accordingly, this CS process seems to involve
a considerable intracomplex structural change within the 1:1 complex. Pre-
sumably, this change includes a slight increase in the distance between the
charged D and A, assisted by strong solvation. The extent of this structural
change will be smaller in the case of a donor with lower oxidation potential.
We have also confirmed that the 75 value becomes shorter with an increase
in the solvent dielectric constant.

The IP formed by a reorientation of the surrounding solvent and an
intracomplex structural change in the course of relaxation from the FC ex-
cited state of the complex, as already discussed, seems to be a CIP (contact
IP) without intervening solvent between D* and A~ in the pair. The for-
mation of the CIP from the FC excited state becomes faster with an increase
of the strength of the donor (i.e., with a decrease of the oxidation potential
of the donor, in the case of the TCNB complexes). We have observed a
similar effect when the reduction potential of the acceptor becomes higher,
as follows (29, 30).

Compared with TCNB, PMDA (pyromellitic dianhydride) is a little
stronger electron acceptor. By direct observation of CIP formation from the
excited FC state of the PMDA-toluene complex in acetonitrile with fem-
tosecond laser photolysis, we found that T = 7 ps (30), compared with
Tes = 20 ps for the TCNB-toluene complex. Similar measurements on the
PMDA-hexamethylbenzene complex in acetonitrile solution and analysis of
the results have indicated a few picoseconds as the formation time of CIP
(30). When we use stronger electron acceptors, such as TCNE and TCNQ,
it has been confirmed that the formation of the CIP state becomes much
faster. For example, in the case of the pyrene~TCNE and perylene-TCNE
complexes in acetonitrile solution, the observed time profiles of the transient
absorbance of the CIP state can be reproduced by convolution of the exciting
femtosecond laser pulse and the decay curve of CIP with a short decay time
of a few hundred femtoseconds, without taking into account the finite for-
mation time of CIP (30).
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By summarizing these results on the CS processes of relatively weak
CT complexes like TCNB-benzene and TCNB-toluene systems, one may
conclude that the photoinduced CS process is much slower than the solvent
reorientation dynamics because of the intracomplex configurational change.
This change seems to be necessary to cut the strong delocalization interaction
between ions in the IP state, analogous to the case of A, discussed in the
combined D and A systems. The extent of the intracomplex configurational
change in the course of the relaxation from the FC excited state of the
complex to the CIP becomes smaller in the case of the stronger CT complex.
Specifically, the character of the CIP state changes, depending on the nature
of D and A. The electronic and geometrical structures of CIP will become
closer to those of the excited CT state of the complex itself with an increase
in the strengths of D and A (30).

CR Deactivation of Geminate IP

As discussed, the CR process of the intramolecular IP state produced by
photoinduced CS of Pn and An (n = 1, 2, 3) is almost 3 orders of magnitude
slower than the photoinduced CS itself in alkanenitrile solutions. We inter-
preted this large difference between the CS and CR rate constants as due
to their energy-gap dependence. The CRs in these systems are in the in-
verted region and are quite slow because of the large energy gap between
the IP and ground state (13).

As mentioned, we have made systematic studies of the energy-gap de-
pendence of the CR rate of geminate IP produced by CS at the encounter
between fluorescer and quencher in a strongly polar solvent. Our studies
involved directly observing the CR deactivation process competing with the
dissociation by means of ultrafast laser spectroscopy and monitoring the time
dependence of the absorbance of geminate IP, '(Ag™*-Dg*).

IA* + DorA + 'D¥ - Y(Ag™ - Dg*) =% Ag~ + Dg*
hv /kcn
A+ D<A-D 6)

This investigation established the bell-shaped energy-gap dependence of
this type of CR process of IP (17, 36, 37, 49), as indicated in Figure 8.

On the other hand, very few systematic studies such as this have been
made on the CR processes of the IPs formed by excitation of the CT com-
plexes in strongly polar solutions. We discussed the CS processes in the
excited state of various aromatic hydrocarbon—electron acceptor CT com-
plexes in the section “CS Processes in the Excited CT Complexes”. We
concluded that the intracomplex configuration change in the excited state is
more or less necessary for the CS of these strongly interacting electron
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Figure 8. Energy-gap dependence of the CR rate constant of IP produced by
CT complex excitation (@, A) compared with that formed by fluorescence-
quenching reaction (O, data taken from ref. 8c) in acetonitrile solution. (1)
Py*—PA-, (2) An*—PA-, (3) Per *—PA-, (4) Naph *~PMDA", (5) Chr*—~PMDA-~,
(6) Py*~PMDA-, (7) Per *—PMDA-, (8) Naph *~TCNQ-, (9) Py *~TCNE-, (10)
Per*-TCNE-, (11) Bz*—PMDA-, (12) Tol*—PMDA-, (13) m-Xyl*—PMDA-,
(14) p-Xyl*-PMDA-, (15) Du*-PMDA-, (16) HMB*—PMDA". Py: pyrene;
An: anthracene; Per: perylene; Naph: naphthalene; Chr: chrysene; Bz: benzene;
Tol: toluene; m-Xyl: m-xylene; p-Xyl: p-xylene; Du: durene; HMB: hexameth-
ylbenzene; PA: phthalic anhydride; PMDA: pyromellitic dianhydride; TCNE:
tetracyanoethylene; TCNQ: tetracyanoquinodimethane. (Reproduced from ref.
29. Copyright 1989 American Chemical Society.)

donor—acceptor systems (2527, 30). The extent of the configuration change
depends on the strengths of D and A. CS accompanied by configuration
change has been shown to be a rather slow process in the relatively weak
CT complexes such as TCNB-benzene and TCNB—toluene systems. How-
ever, it is an ultrafast process in such strong CT complexes as TCNE—pyrene
and TCNE-perylene systems (30).

Such CS processes taking place in the strongly interacting D—A systems
are quite different from the simpler one that usually occurs in weakly in-
teracting D—A systems. The distinction suggests a difference in the structure
of geminate IP between the two cases of CT complex excitation and fluo-
rescence-quenching reaction by diffusional encounter. The structural dif-
ference in the IP in these two cases will profoundly affect the behaviors of
the IP, such as CR deactivation and dissociation into free ions. Actually, we
previously observed that the k¢ vs. —AG,,° relationship of pyrene-TCNE
IP produced by the fluorescence-quenching reaction in acetonitrile was in
the normal region and kcg = 2.6 X 10° s™'. In contrast, CR of the same
system but with IP produced by CT complex excitation was much faster;
kep = 2 X 102571 (17, 29, 30, 36, 37, 49).
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As we discussed in the previous section, the IP produced by CT complex
excitation will be the CIP without intervening solvent molecules between
D* and A” in the pair. The IP formed by the fluorescence-quenching re-
action by diffusional encounter will be the so-called SSIP (solvent-separated
IP) with solvent molecules intervening between D* and A~. The much
stronger electronic interaction between D* and A~ in the CIP seems to
result in remarkably different kcy values in the pyrene-TCNE system.

In view of these results, we have made a systematic study of the CR
decay of the IP formed by excitation of various CT complexes and obtained
the results indicated in Figure 8 (29, 30), together with the results for the
IP formed by the fluorescence-quenching reaction. As an example, results
of the PMDA (pyromellitic dianhydride) complex in acetonitrile, measured
with the femtosecond laser photolysis method, are shown in Figure 9 (29,
30).

In Figure 8, the energy-gap dependence of the CR rate constant of the
IP formed by the excitation of CT complexes with D and A systems of various
strengths is demonstrated, together with that of the IP produced by the CS
at encounter in the fluorescence-quenching reactions between similar D and
A systems in the same solvent, acetonitrile. The ~AG,,° values are evaluated
in both cases by the same conventional method. The —AG,,° values for CIP
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Figure 9. Femtosecond time-resolved absorption spectra of PMDA-HMB

complex excited at 355 nm (A) in acetonitrile solution, and time profiles of

absorbance at 665 nm observed for the PMDA-HMB (B) and PMDA—Naph

(C) systems. (Reproduced from ref. 29. Copyright 1989 American Chemical
Society.)
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can be estimated empirically by using experimental results of the fluorescent
CT complex of tetrachlorophthalic anhydride (TCPA) and hexamethylben-
zene (50). By extrapolating the solvent-polarity effect on the fluorescence
Stokes shift (50), the wave number of the CT fluorescence band peak (¥ ..
of the TCPA-hexamethylbenzene complex in acetonitrile, where this com-
plex is practically nonfluorescent, can be obtained. From the wave number
of the CT absorption band peak (V%) and ¥,/ value, we can estimate the
sum (AD) of the FC destabilization energies in the excited and ground state

by

Assuming this AV value to be typical of the CIP produced by exciting a
relatively strong CT complex in acetonitrile, a rough approximation of the
value of —~AG,,° for the CIP state formed by exciting the nonfluorescent
complex with the lowest CT absorption peak at v,,.* may be given by

~AG, ~ he [sm; - %Ai] )

The -AG,,° values estimated by eq 7 are shifted about 0.2 eV to the
higher energy side as a whole, compared with the values obtained by the
conventional method of using the oxidation potential of D and reduction
potential of A in acetonitrile. Because the —AG,,° values shift as a whole,
the functional form of the energy-gap dependence of k g may not be seriously
affected by the method for evaluation of ~AG,°.

The reaction scheme analogous to eq 5 in the case of the excitation of

the CT complex may be given by eq 8 or 9.

1(A—a' . D+8’)SFC_) A~ - DY) —> d“s As~ + Dg*

A
A~ D) ®
AT - DY) — I L, (As™ -+ Dg*) =25 A + Dyt
\\\CRCIP o
D*9); ©

As already discussed, the CIP formed by excitation of the CT complex
in acetonitrile solution generally shows a quite different CR deactivation
rate, compared with that of the SSIP of the same D, A pair produced by CS
at diffusional encounter in the fluorescence-quenching reaction in the same
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solvent. This difference can be ascribed to the structural difference between
these IPs.

In the course of the relaxation from the FC excited state of the complex
to the IP and finally to dissociated ions competing with the CR deactivation
from the IP state, an SSIP state similar to that formed by diffusional en-
counter in the fluorescence-quenching reaction may be produced from CIP
as the precursor state of the ionic dissociation. However, there was practically
no direct observation of the reaction scheme of eq 9, except our recent
results of picosecond laser spectroscopic studies on TCNB-toluene, —ben-
zene, -and —xylenes in acetonitrile (28). Many other systems do not show
such behavior, but the observed result can be reproduced well by the re-
action scheme of eq 8 (28-30).

Moreover, in almost all cases examined in Figure 8, kg of CIP is much
larger than its dissociation rate constant (kg;,), which leads to the negligible
dissociation yield. In the PMDA complexes in Figure 9, kcg = 3.8 x 10
stand kg, = 2 X 10° s7! for the PMDA-naphthalene CIP in acetonitrile
and kgg = 1.9 X 10" s and kg, = 2 X 10° s~ for the PMDA-HMB CIP
in acetonitrile. The dissociation yield in the latter system is practically zero.

Although we assume a loose structure with intervening solvent mole-
cules between A~ and D* ions for the geminate IP formed by the fluores-
cence-quenching reaction in acetonitrile solution, this geminate IP will be
quite different from the cation—electron pairs in nonpolar solvents that are
frequently investigated in radiation chemistry. In such loose geminate pairs,
they can undergo a wide range of thermal motions before CR and dissocia-
tion. The geminate SSIP formed by fluorescence-quenching reaction in ace-
tonitrile solution will have a rather definite structure. The fact that the kg
vs. -AG,," relationship for those SSIPs shows a rather typical bell shape
indicates strongly that the SSIPs of various D—A systems have a definite
structure with similar interionic distance and similar solvent reorganization
energies. This similarity suggests that the interaction between each ion in
the IP and the surrounding polar solvents is strong and rather specific.

Energy-Gap Dependence of kcg°*

Contrary to the bell-shaped energy-gap dependence of the kg of SSIP, the
kcg vs. —AG,,° relationship for CIP of similar D-A systems is quite different
and can be given by

kchIP = a exp [—v IAGipol ] (10)

where a and v are constants independent of AG,,°. The energy-gap depen-
dence of eq 10 is qualitatively analogous to that of the radiationless transition
probability in the so-called “weak coupling” limit (5I). In this respect, we
examined the effect of deuteration on the k¢ by using perdeuterated toluene
and benzene. We detected no effect of deuteration. It also seems difficult
to give a reasonable interpretation for the observed y value of eq 10, the
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slope in the plot of log k¢ " against [AG %, on the basis of the usual theory

of radiationless transition. A new theoretical interpretation of this CR process
is needed.

We give here a tentative interpretation of this kcg“* vs. ~AG,° rela-
tionship on the basis of the idea derived from our previous studies on ex-
ciplexes and excited CT complexes (1, 21, 52), as well as the recent studies
on the ultrafast dynamics of the excited CT complexes and CIPs (12-15,
25-30). The electronic and geometrical structures of these strongly inter-
acting D—A systems vary with the strengths of D and A, as well as the solvent
polarity.

In the previous sections, we discussed the facts that, as the strength of
D and A increases, the formation of CIP from the excited FC state of the
CT complex becomes faster and the absorption spectrum of the transient
CIP state becomes broader compared with that of dissociated ions and of
the SSIP in acetonitrile solutions. This result indicates that the extent of the
electronic and geometrical structure change, including surrounding solvent
in the CIP formation process, is smaller in the stronger CT complexes. In
other words, the stronger the complex, the closer is the position of the
potential minimum of the CIP state on the reaction coordinate including the
geometrical configuration of D and A, as well as the extent of solvation to
that of the CT complex itself, as shown in Figure 10.

Figure 10 shows that observation of the normal region is difficult in the
energy-gap dependence of kg for such a small horizontal shift of the potential
minimum of the CIP state relative to the ground state. With a much larger
horizontal shift of the potential minimum of the IP state along the reaction
coordinate, observation of the normal region will become possible at small
—AG,, values, as indicated in Figure 11. The large horizontal shift represents
a large structural change of the CIP, including the solvation state. The shift
corresponds to the formation of the SSIP state for such D-A systems with
small ~AG,,° values as pyrene-TCNE and perylene-TCNE in acetonitrile
solutions. Actually, we have observed the relatively small kg values of the
SSIP of these systems formed by diffusional encounter in the fluorescence-
quenching reaction in the normal region; the kg values of CIP of the same
system are extremely large.

This interpretation of the CR mechanisms from the CIP and SSIP states
is somewhat analogous to the radiationless transition mechanisms in the weak
coupling and strong coupling limit (51), respectively. However, it seems to
be difficult to interpret quantitatively the energy-gap dependence of kcg
covering a wide energy-gap range and with a very mild slope in the plot
against —~AG,°, in terms of the mechanism of a “weak coupling” limit. In
spite of this it seems possible, at least qualitatively, to interpret the energy-
gap dependence of kcy by taking into consideration the change of the struc-
ture of CIP as it depends on the strength of D and A (i.e., depending on
the —AG,,° value, as demonstrated in Figure 10). The analogy between the
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Free Energy

Reaction Coordinate

Figure 10. Free-energy curves for the IP states and the ground state (GS)

of D-A systems vs. reaction coordinate. Change of the position of the poten-

tial minimum of the CIP depends on the change of the —AG;° value, a

result illustrating that the CR reaction of CIP is in the inverted region for all

-AG,,° values. (Reproduced from ref. 30. Copyright 1991 American Chemical
Society.)

theories of radiationless transition and of electron-transfer reaction has been
recognized for a long time. The result shown in Figure 8 may be an exper-
imental counterpart for this analogy, illustrating the two cases in electron
transfer qualitatively corresponding to the “weak coupling” and “strong cou-
pling” cases in radiationless transition.

Concluding Remarks

We have discussed the mechanisms of photoinduced CS and CR of the
produced IP or CT state on the basis of our results obtained by femto-
second—picosecond laser photolysis studies, mainly on the strongly inter-
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SSIP
G.S.

Free Energy

Reaction Coordinate

Figure 11. Relationship between the free-energy curves between the ground

state and the SSIP state corresponding to the small —-AG;,° value, where the

large horizontal shift of the potential minimum of SSIP against ground state

brings the CR rate constant of SSIP to the normal region. (Reproduced from
ref. 30. Copyright 1991 American Chemical Society.)

acting D—A systems combined by spacers or directly by single-bond and CT
complexes. The most important conclusions are as follows:

1. Photoinduced CS processes in such strongly interacting D-A
systems cannot be described by the simple two-state model,
(D* -+« Aor D -+ A¥) > D* --- A~. This model assumes that
weak interaction is responsible for the electron transfer, as is
the case in the conventional electron-transfer theories. In such
systems, the CS proceeds by gradual change of electronic
structure due to the extensive solvation of the D-A system,
accompanied by some change of its geometrical structure,
which decreases the electronic delocalization interaction be-
tween D and A that facilitates the CS. Such behavior in the
CS process of the intramolecular exciplexes and CT complexes
with D and A interacting strongly is in accordance with the
idea I proposed many years ago that the electronic and geo-
metrical structures of exciplexes and excited CT complexes
vary with the strengths of D and A and with the solvent
polarity (21, 52). That is, as the oxidation potential of D de-
creases and the reduction potential of A and the solvent po-
larity increase, the electronic delocalization interaction
between D and A decreases and the structure of the exciplex
comes close to that of the ion pair.

2. Direct observation of the CIP formation process from the
excited FC state of the CT complex in acetonitrile solution
has revealed that the extent of the electronic and geometrical
structural changes, including the surrounding solvent config-
urations in the course of CIP formation, is smaller for D with
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the smaller oxidation potential and A with the higher reduction
potential. This relationship also means that the extent of the
geometrical structural change necessary to decrease the de-
localization interaction in the course of CIP formation is
smaller in the case of stronger D and A, in agreement with
the reasoning given in paragraph 1.

. The CIP formed by excitation of the CT complex in acetonitrile

solution undergoes CR deactivation. The CR rate constant
shows a peculiar energy-gap dependence [i.e., a monotonous
(exponential) increase of the CR rate with decrease of the free-
energy gap —~AG,,° between the CIP and the ground state].
This dependence contrasts with the CR rate of SSIP formed
by CS at diffusional encounter between fluorescer and
quencher, which shows a bell-shaped energy-gap depen-
dence. The peculiar energy-gap dependence of the CR rate
of CIP has been interpreted on the basis of the reasoning
given in paragraph 2. In this view, the structural changes
following the excitation of the CT complex affect the position
of the potential minimum of the CIP state on the reaction
coordinate, which involves the D,A configuration and solva-
tion. Thus the CR rate of SSIP comes closer to that of the CT
complex itself with increase of the strength of D and A, which
makes it difficult to observe the normal region in the energy-
gap dependence of the CR rate.

. The similarity between the energy-gap dependence of the CR

rate of the CIP and that of the radiationless transition prob-
ability in the so-called “weak coupling” limit has been pointed
out.
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Solvent, Temperature, and Bridge
Dependence of Photoinduced
Intramolecular Electron Transfer
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Photoinduced intramolecular electron-transfer rate constants were
determined for several PLQ (tetraarylporphine linked to p-benzo-
quinone) molecules. Rate constants for PAQ (porphyrin—amide—
quinone) vary significantly with solvent and temperature. Most
results can be explained within the context of the high-temperature-
limit semiclassical Marcus equation. Analysis of the temperature-
dependent data reveals that the electronic coupling energy H ,, varies
significantly with solvent. This variability explains the considerable
scatter found in the solvent-dependent studies. Electron-transfer rate
constants, determined for five other PLQ molecules, exhibit the fol-
lowing characteristics: (1) solvent dependence is broadly similar to
that of PAQ; (2) peptide linkages are much more effective than a
saturated linkage, such as bicyclobutane; (3) a phenyl linkage is the
most effective, generating rate constants 100-1000 times that of a
bicyclooctane linkage; and (4) the strained cyclobutane bridge is more
effective than a corresponding unstrained saturated linkage.

THE DESIGN OF COVALENTLY LINKED donor-acceptor molecules to mimic
the primary electron-transfer process in photosynthesis has received in-
creasing interest over the past decade; ref. 1 is a comprehensive review of

0065-2393/91/0228—-0117$06.00/0
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this field up to 1988. The primary objective has been to design do-
nor—acceptor (D-A) molecules in which the forward photoinduced electron-
transfer (PET) process is very rapid while the reverse electron-transfer (ET)
rate back to the original state is very slow. To the extent that this reverse
reaction is important, the overall efficiency and quantum yield of any energy-
storing process will be reduced.

These model compounds have provided an excellent “laboratory” to
study the PET mechanism and the dependence of ET, rate constants on
various factors in the molecular structure and environment. The Marcus
theory of electron transfer (see Chapter 2 for an exposition) has proven to
be an excellent framework for the interpretation of the ET data. The de-
pendence factors include

1. Excited-state energy. Generally, the higher the excited-state
energy, the faster the rate constant will be.

2. Exergonicity (-AG?). As predicted from Marcus theory, ET
rate constants increase with increasing exergonicity up to a
maximum where —~AG® = \ (the reorganization energy). The
ET rate constants then decrease for larger exergonicities in
the so-called “Marcus inverted region”.

3. Distance between donor D and acceptor A. ET rate constants
have been found to fit well to an exponential dependence on
the edge-to-edge distance between D and A, with the rates
decreasing about 1/e for every ~1-A increase in distance.

4. Orientation of D with respect to A. An orientation effect has
been found in some rigid model compounds, but not enough
is known yet to provide a full understanding of this effect.

5. Nature of the linkage. The molecular structure of the linkage
between D and A has been found to play a very important
role in mediating ET from D to A. In most cases ET occurs
through the bonds of the bridge and not through the sur-
rounding medium. Often ET appears to be mediated by a
superexchange mechanism involving the antibonding orbitals
of the bridge. Aromatic and unsaturated bridges are therefore
expected to be more effective than saturated bridges, although
there are some surprises.

6. Solvent. The surrounding solvent changes two parameters that
can markedly alter ET rates. First, the exergonicity can be
altered through different solvation of the product ion pair
D*-A". Second, the external contribution to the reorgani-
zation energy \,, is altered through changes in €,, and €, the
optical and static dielectric constants (see eq 10, Chapter 2).

In Electron Transfer in Inorganic, Organic, and Biological Systems; Bolton, J,, € a.;
Advances in Chemistry; American Chemical Society: Washington, DC, 1991.



Publication Date: May 5, 1991 | doi: 10.1021/ba-1991-0228.ch007

7. BOLTON ET AL. Solvent, Temperature, and Bridge Dependence 119

7. Temperature. As with any rate constant, ET rate constants
usually exhibit an Arrhenius temperature dependence, but
the activation energies are usually small.

During the past several years our groups have been studying the intramo-
lecular PET rates in a series of PLQ (tetraarylporphine linked to p-benzo-
quinone) molecules. Chart 1 illustrates the structures of the various PLQ

(o)
bridge
bridge symbol bridge symbol
0
! PAQ e PCBQ
N-CHp—
o
/
—c\_ P
CHy—C PGQ PBOQ
H N-CHy—
H
0
/
e
N-CH —¢ PPAQ —©— PPhQ
H —CHy—

Chart 1. Structures of porphyrin—quinone molecules containing various
bridges.
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molecules. This chapter is intended to review this work, and in so doing we
shall attempt to come to some conclusions regarding the influence of the
factors listed, particularly factors 5-7. The data for this review come from
several published papers (2-8) and unpublished work (9-11).

Fluorescence Lifetimes

The compound that we have studied most is the porphyrin—amide-quinone
molecule PAQ (see Chart 1 for structure). Although the bridge in this mol-
ecule has some flexibility, molecular modeling (6) has shown that the center-
to-center distance varies only from 12.7 A in the most compact structure to
14.3 A in the most extended structure. The fluorescence decay, as deter-
mined from the time-correlated single photon counting technique (2, 7, 8),
is biexponential with a short and a long component. The long component is
of low amplitude (<5%) and almost certainly arises from a residual fraction
of the corresponding hydroquinone compound PAQH,. The short compo-
nent is assumed to be shortened by the intramolecular ET process. Provided
that the internal photophysical rate constants of the excited porphyrin (k;
for fluorescence, k,, for internal conversion, and k, for intersystem crossing)
are the same for PAQ and PAQH,, the rate constant kg;® for PET from the
porphyrin excited singlet state to the quinone is given by (12)

ke == — = )

where 7, and 7, are the fluorescence lifetimes of PAQ and PAQH,. The error
in 7, and 7, is about 0.1 ns, which produces an error in the kg;® values that
varies from 3 to 10%.

Energy-Level Diagram

In addition to determining the PET rate constant in PAQ, we have deter-
mined (6) most of the energies and rate constants in the energy-level diagram
of PAQ in benzonitrile. Figure 1 illustrates the various pathways and cor-
responding rate constants in that solvent. The energy of the '"P*AQ excited
state is 1.90 eV, as determined from the overlap of the normalized absorption
and fluorescence spectra. The energy of the *P*AQ triplet state was deter-
mined to be 1.43 eV at 77 K (13). Finally, the energy of the charge-separated
radical-ion pair (P*AQ") was estimated as 1.41 = 0.05 eV by using redox
potentials obtained from differential pulse voltammetry (5). This estimation
includes a small correction (-0.04 eV) for coulombic stabilization of the
radical-ion pair relative to the separated ions.

In Electron Transfer in Inorganic, Organic, and Biological Systems; Bolton, J,, € a.;
Advances in Chemistry; American Chemical Society: Washington, DC, 1991.



Publication Date: May 5, 1991 | doi: 10.1021/ba-1991-0228.ch007

7. BOLTON ET AL. Solvent, Temperature, and Bridge Dependence 121

PAQ

Figure 1. Energy-level diagram and rate constants (s) for PAQ in benzonitrile.

The ET rate constants are ker® from the porphyrin excited singlet state to the

singlet radical ion pair (P*AQ-); ker” from the porphyrin excited triplet state

to the triplet radical ion pair 3(P*AQ-); and k.5, the reverse ET rate constant

from the (P*AQ-) state to the ground state. The other rate constants are
defined in the text.

Solvent Dependence

PET rate constants for PAQ were measured in 17 solvents, in which the
redox potentials were also determined by differential pulse voltammetry (4,
5, 7). The data can be analyzed in terms of the high-temperature limit form
of the semiclassical Marcus equation. [This equation is valid only in the
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normal Marcus region; a more complex equation must be used in the inverted
region (14).]

o H? (AG® + N2
_— P =
ket = % Gk P [ ANk, T ] @)

In this equation 7 is the Planck constant divided by 21; H,, is the electronic
coupling energy (see eq 12, Chapter 2) between reactant 'P*AQ and product
P*AQ7; \ is the reorganization energy; kg is the Boltzmann constant; and
AG? is the Gibbs energy of reaction. For our analysis of kg;* for PAQ, we
reorganized eq 2 into the following linearized form

AG*
In (k') = G = - @)
where
2w H_?
- e 3b
Ci=n [ 7 (41TkBT)1/2] (3b)
and the Marcus Gibbs energy of activation is
(AG® + N\)?
* = T 3
AG ™ (3¢)
The reorganization energy A has two contributions
)\ = )\in + )\out (43.)

where \,, is the contribution to A from structural changes in the PAQ mol-
ecule itself and A, is the contribution from the surrounding solvent. The
solvent dependence of A\, can best be expressed by the relation

A = B [i - l:l (4b)

Eop €

where B is a parameter whose value depends on the model chosen and the
molecular dimensions (see eqs 10 and 11, Chapter 2). Although B can be
calculated from a specific model (see eq 10, Chapter 2), these values are not
very realistic. Thus, to express the solvent dependence of A, we treat B
as an empirical parameter. From our previous PAQ analysis (7), we found
that a value of B = 1.8 eV gave reasonable results. The exergonicity (-AG°)
varies with solvent from 0.44 eV in acetone to 0.77 eV in chloroform. (These
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values were corrected by using the coulombic attraction term —e?/
(4me €,rpy), Where the center-to-center distance rp, ~ 13.5 A; see ref. 7
for details.) The data for the analysis are given in Table I.

Figure 2 shows a plot of In[kg\"?] vs. AG*/kgT for the 17 solvents
studied. The solid line is constrained to have a slope of -1 to indicate the
expected Marcus behavior. There is considerable scatter in the data; how-
ever, they conform reasonably well to the Marcus predicted behavior. In
drawing Figure 2, H,, was assumed to be solvent-independent. We shall
see later in this chapter that this assumption will have to be modified.

The y intercept of a least-squares fit of the data in Figure 2 occurs at
ca. —0.5. From this value of C, we can calculate that H,, ~ 0.00030 eV. This
result clearly places the PET rate constants for PAQ in the nonadiabatic
region where eq 2 is expected to hold.

Temperature Dependence

The temperature dependence of PET rate constants reveals further infor-
mation concerning the effect of solvent on the ET rates. The PET rate

Table 1. Rate Constants, Reorganization Energies, and Gibbs Energies
for Electron Transfer in PAQ

Label in  kg®

Solvent Fig. 2 (10"s™) €, € M (eV) —AG°?(eV)
Acetonitrile 1 48 1.800 3594 1.15 0.52
Propionitrile 2 56 1910 24.83 1.07 0.54
Benzonitrile 3 39 2.328 25.20 0.90 0.49
Acetone 4 2.9 1.839 20.56 1.09 0.44
1-Butanol 5 24 1.953 17.51 1.02 0.54
1,2-Dichloroethane 6 56 2.080 10.37 0.89 0.67
Methylene chloride 7 80 2.020 893 0.89 0.61
2-Methyltetrahydrofuran 8 2.3 1974 7.60 0.87 0.62
1,1,1-Trichloroethane 9 49 2.062 7.25 0.83 0.57
1,2-Dimethoxyethane 10 2.0 1.899 7.20 0.90 0.47
Ethyl acetate 11 2.2 1876 6.02 0.86 0.53
Ethyl ether 12 1.39 1.842 4.38 0.77 0.53¢
Chlorobenzene 13 82 2.316 5.62 0.66 0.57
a-Chloronaphthalene 14 74 2.667 5.04 0.52 0.63
Chloroform 15 227 2.082 4.81 0.69 0.77
1,2-Dibromoethane 16 126 2.369 4.78 0.58 0.70
Anisole 17 33 2.293 4.33 0.57 0.57

NotE: Data measured at 295 K were taken from ref. 7.

“Calculated from eq 4 with B = 1.8 ¢V and \,, = 0.2 €V.

bCorrected for the work of bringing the product ions together by using the coulombic term
—e?/(4me €, py); see ref. 7. This correction varies from —0.03 eV in acetonitrile to —0.25 eV
in anisole.

‘Not measured; AG® was taken to be the same as in ethyl acetate because the two solvents
have similar kg, €, and €.
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AG*/kgT

Figure 2. In[kgr’\?] vs. AG*/k;T for PAQ in 17 different solvents at 295 K.
The line is a least-squares fit to all the data, with the slope constrained to be
-1.00. The solvent key is given in Table I.

constants of PAQ were measured (10) as a function of temperature in five of
the solvents included in the preceding section. These data can be analyzed
by using equations similar to eq 3, namely

AG*
In [ker¥NT)] = € = 27 (52
where
_ 2w H.?
Cy;=1In [ P 41-rkB)“2] (5b)

In our initial analysis we assumed that AG® is independent of temperature.
(This assumption is arbitrary; however, Gunner et al. (15) found that AG°
is independent of temperature over a wide range in photosynthetic reaction
centers.) The temperature dependence of \ . may be accounted for through
the use of literature values of €,, and €, at each temperature.

If B in eq 4b is taken to be a constant at 1.8 eV [the value used in our
previous analysis (7)] in all solvents, plots of In [kg5NT)Y?] vs. AG*/kgT
are linear, but the slopes differ significantly from —1. We must conclude
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either that eqs 5a—5b are not valid or that AG® varies with temperature. We
chose the latter assumption and assumed a corrective linear temperature
coefficient for AG® [i.e., AGYT) = AG°(298) + K(T — 298); K is then varied
until the slope is exactly —1.00; K is an arbitrary coefficient in units of
reciprocal kelvins]. Fortunately, the AG® values required by this approach
do not have to vary a great deal; over the temperature range studied,
the required change is <0.10 eV. AG® is required to be less negative
as the temperature decreases. This direction is expected if the only tem-
perature effect on AG® is the change in the coulombic attraction term
[-e?/(4me € ,rpy)] arising from the change in €, with temperature.

Figure 3 shows plots of In[kgS(A\T)"?] vs. AG*/kgT for ethyl acetate
and for acetonitrile, adjusted as described so that the slopes are —1. Table
IT summarizes the parameters obtained from such plots for all five solvents.

The electronic coupling energy H,, can be obtained from the intercept
C, (eq 5b); the results are given in Table II. AG° might appear to be adjusted
somewhat arbitrarily to obtain the required slope of —1; however, simulation
indicates that these adjustments decrease all H,, by 40% at most. Thus, the
more substantial variations in H, shown in Table II must be real.

Figure 2 shows that those solvents (ethyl ether, ethyl acetate, and 2-
methyltetrahydrofuran) in which small values of H,, are found also exhibit
low points. This explanation for the scatter in Figure 2 can be tested quan-
titatively by a further rearrangement of the logarithmic form of eq 2, namely

AG*
ln [kETS)\l/2Hrp—2] = C3 - kBT (63)
where
2 1
e =0 |7 ey )

The plot of eq 6a for the five solvents in Table II is given in Figure 4. The
slope (-1.10) is very close to the expected —1.00, and the intercept (102.7)
is also very close to C; computed from the fundamental constants (102.3).
Thus we conclude that the scatter in Figure 2 arises largely from solvent
dependence of H,, This result is rather remarkable because it has been
assumed in all other studies to date, including our own (7), that H,, is a
property only of the PLQ molecule itself. However, there are at least two
possible explanations for why H,, for a given molecule might vary with
solvent.

1. Because the definition of H,, (see eq 12, Chapter 2) involves
an overlap of the wave functions of the reactant and product
states, solvent sensitivity of H,, could arise from a change in

In Electron Transfer in Inorganic, Organic, and Biological Systems; Bolton, J,, € a.;
Advances in Chemistry; American Chemical Society: Washington, DC, 1991.



Publication Date: May 5, 1991 | doi: 10.1021/ba-1991-0228.ch007

126 ET 1IN INORGANIC, ORGANIC, AND BIOLOGICAL SYSTEMS
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Figure 3. In[kerS(NT)¥?] vs. AG*/ksT for PAQ in (a) ethyl acetate and (b)
acetonitrile. The lines are least-squares fits to the data with the slope con-
strained to be —1.00 by assuming a small temperature dependence in AG®.
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Table II. Marcus Analysis of the Temperature Dependence of the PET Rate
Constants of PAQ in Five Solvents

Temperature dAG®/dT* Intercept, H,°
Solvent Range (K) (1072 eV K™!) C, rb (103 eV)
Ethyl ether 185-293 —-1.060 —-2.00 0.996 0.034
Ethyl acetate 200-293 -0.624 —-1.40 0.997 0.046
Acetonitrile 245-342 —0.555 2.55 0.988 0.332
2-Methyltetrahydrofuran ~ 230-293 —0.934 —1.48 0.914 0.044
Acetone 250-290 -1.307 1.96 0.942 0.248

*Chosen so that the slopes of plots such as Figure 3 are exactly —1.00.

bAbsolute value of the correlation coefficient.

‘From eq 5b.
104
ay 102
L
i
5
oy
£ 100
98 1 L 1

2 3
AG*/kgl

Figure 4. In[ker\"?H ;2] vs. AG*/k3T for PAQ. The line is an unconstrained
least-squares fit to the data. The solvent labels are given in Table 1.

the average conformation of the PAQ molecule from one sol-
vent to another. For example, in solvents with high dielectric
constants such as acetone and acetonitrile, the PAQ molecule
might adopt a more folded average conformation, which would
bring the porphyrin and quinone units closer together and
thus enhance H,,. In solvents with low dielectric constants,
such as ethyl acetate and 2-methyltetrahydrofuran, PAQ might
adopt a more extended average conformation. Other solvent
properties, such as the size and shape of the solvent molecules,
may also play important roles in determining the value of H .
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2. There may be a “through-solvent” pathway for ET in some
conformations that would enhance H , in certain solvents.

The analysis of the temperature dependence of the PAQ rate constants
given here is preliminary (a full treatment will be given in ref. 10). However,
future work should take account of the possible solvent dependence of H,,.
It would also be highly desirable to carry out a similar solvent and temper-
ature study on a molecule with a rigid bridge, for which the complication
of varying conformation is eliminated.

Bridge Dependence

We measured the PET rate constants of a number of D-A molecules in
which the donor (tetraarylporphine) and acceptor (p-benzoquinone) are kept
constant while the linkage is varied. The results are summarized in Table
II1. All compounds, except PPhQ, exhibit broadly similar solvent depen-
dence. In terms of eq 2, this result is to be expected if, for the various
compounds, AG® and A, have solvent dependence broadly similar to that
of PAQ and there are no significant specific solvent effects. For PPhQ, the
rate constants are so large that the system is approaching the adiabatic region
(H,, = 0.025 eV), where eq 2 is no longer valid.

A comparison of PAQ with PGQ demonstrates that the ET rates are not
strongly attenuated by increasing the length of the chain in this peptide
linkage. Even though PGQ has three more atoms in its peptide chain than

Table III. Bridge Dependence of Porphyrin-Quinone Rate Constants
in Various Solvents

Solvent PAQ° PGQ® PPAQ: PCBQ! PBOQ‘ PPhQ’
1,2-Dimethoxyethane 0.20 0.15 0.29 38
Ethyl acetate 0.22 0.16 0.68 37
2-Methyltetrahydrofuran ~ 0.23  0.11 0.33 0.016 33
Acetone 0.29 0.08 0.89 0.024 48
Acetonitrile 0.48 0.20 0.99 1.0 0.000 57
Propionitrile 0.56 0.18 0.330

Anisole 3.30 0.71 1.30 81
1-Butanol 2.39 1.20 8.4

Benzonitrile 3.90 1.2 1.2 8.4 226
Methylene chloride 8.00 2.10 3.00 8.4 0.150 27
Chloroform 24.0 3.90 3.90 27.0 12

NoTE: All values are kg (10° s7!) measured at 295 K.
“From ref. 2.

bFrom ref. 8.

°From ref. 10.

?From ref. 11.

*From ref. 3.

SFrom ref. 9.
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PAQ, the rate constants decrease by only a factor of ca. 2-5. The replacement
of a hydrogen atom in the central methylene group of the peptide linkage
in PGQ by the phenyl group in PPAQ enhances the rate constant by a factor
of ca. 1-4. This enhancement could be due to the interposition of an aromatic
group in the bridge, but it could also be due to a change in the conformation
of the bridge.

Isied and co-workers (16-18) studied ground-state ET in a series of
Ru—Co binuclear complexes, in which the two metal centers are linked via
amino acids, involving three atoms in the linkage, or by peptide groups with
two or more linked amino acids. They found that kg; drops by a factor of
~10* for each additional proline in the peptide bridge. For a three-atom
increase in the linkage length, this factor is considerably larger than in our
case.

In contrast, Schanze and Sauer (19), in a study of PET in a series of
polypyridyl Ru(II) complexes linked to p-benzoquinone by proline peptide
bridges (n = 0—4), found that each additional proline decreased the rate
constant by ~10. Cabana and Schanze (20) found similar results in a study
of PET in a series of polypyridyl Re(I) complexes linked to 4-(N,N-dimeth-
ylamino)benzoate by proline peptide bridges (n = 0-2). The results of these
latter two studies are closer to our findings.

The series PCBQ, PBOQ, and PPhQ reveals some important insights
into the role of bridge orbitals in mediating intramolecular ET. The rate
constants in PPhQ are ca. 10>-10° times greater than in PBOQ. This dif-
ference almost certainly arises from the availability of low-lying empty an-
tibonding levels in the phenyl group, which are not present in the
bicyclooctane bridge. The results for PCBQ are noteworthy. The cyclobutane
bridge in PCBQ has one fewer bond than the bicyclooctane bridge in PBOQ,
and the 56-fold increase observed in kg;® in methylene chloride is larger
than might be expected for such a modest bond decrease.

H, is expected to depend on the center-to-center distance r according
to

Hofr) = Heyro) exp [i(glﬂ] ()

where r; is the center-to-center distance when donor and acceptor are at
the van der Waals contact distance. B has been found to be ~1 A~ from a
number of studies (I). The edge-to-edge distance of the bicyclooctane bridge
is ca. 1 A greater than that of the cyclobutane bridge. Thus if distance were
the only factor, the rate constant should increase by a factor of only ca. e =
2.7 on changing the bridge from bicyclooctane to cyclobutane. It may be
that the strained aliphatic orbitals in the cyclobutane bridge mediate ET
more effectively, or that this bridge orients P and Q more favorably.
Support for the strained-orbital concept is provided from a recent study
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by Sakata et al. (21) of two rigid porphyrin—quinone molecules. They found
that the ET rate constant for a strained spiro[4.4]nonane bridge is about 5
times faster than a trans-decalin bridge, although each bridge has the same
number of saturated bonds between the donor and acceptor. Moreover,
Onuchic and Beratan (22) predicted theoretically that a spiro cyclobutane
linkage should exhibit higher rate constants than those with other types of
aliphatic hydrocarbon linkages with the same number of bridge bonds.

Conclusions

The data and analyses in this review allow the following conclusions to be
drawn:

1. The ET rate-constant data as a function of solvent for PAQ fit
tolerably well (with a considerable scatter in the points) to the
high-temperature limit of the Marcus equation (eq 2), pro-
vided that A\, and AG® are determined in each solvent.

2. When the PAQ rate constants are examined as a function of
temperature, a reasonable fit with the high-temperature limit
of the Marcus equation is again obtained; however, the elec-
tronic coupling energy H,, varies significantly with solvent.
This variability explains most of the scatter found in the sol-
vent-dependence analysis.

3. A peptide bridge is a very effective linkage between the por-
phyrin and quinone, the rate constant dropping only slowly
with increasing chain length. The introduction of an aromatic
side group increases the rate slightly, but not dramatically.

4. An unsaturated bridge (e.g., phenyl) allows ET at rates
100-1000 times faster than a saturated bridge (e.g., bicyclooc-
tane); however, a cyclobutane bridge allows ET faster than
other saturated bridges of similar dimensions.

This chapter has provided strong evidence that the solvent and tem-
perature and the nature of the bridge are very important factors in mediating
intramolecular ET in model compounds. This and other studies should pro-
vide considerable insight into understanding the mechanisms of intramo-
lecular electron transfer in natural and artificial systems.
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Solvent-Dependent Photophysics
of Fixed-Distance Chlorophyll-
Porphyrin Molecules

The Possible Role of Low-Lying Charge-Transfer
States

Michael R. Wasielewski!, Douglas G. Johnson’, Mark P. Niemczyk?,
George L. Gaines III2, Michael P. O’Neil’, and Walter A. Svec!

IChemistry Division and Biological, Environmental, and Medical Research
Division, Argonne National Laboratory, Argonne, IL 60439

The properties of a series of fixed-distance chlorophyll-porphyrin
molecules are described. These molecules consist of a methyl pyro-
chlorophyllide a moiety that is directly bonded at its 2-position to
the 5-position of a 2,8,12,18-tetraethyl-3,7,13,17-tetramethyl-15-(p-
tolyl)porphyrin. Steric hindrance between adjacent substituents rig-
idly positions the w systems of both macrocycles perpendicular to
each other. The macrocycles were selectively metalated with zinc to
give the four possible derivatives, HCHP, ZCHP, HCZP, and ZCZP
(where H, Z, C, and P denote free base, Zn derivative, chlorin, and
porphyrin, respectively). The lowest excited singlet states of HCHP
and ZCHP, which are localized on HC and ZC, respectively, exhibit
lifetimes and fluorescence quantum yields that are solvent-polarity-
independent and do not differ significantly from those of chlorophyll
itself. ZCZP and HCZP, however, display solvent-polarity-dependent
photophysics. HCZP forms an ion-pair state following excitation in
polar media, although ZCZP does not. Nevertheless, nonradiative
decay is substantially enhanced in ZCZP as the solvent polarity in-
creases. These effects are discussed in terms of mixing low-lying
charge-transfer states of ZCZP into its locally excited singlet state.
Enhanced nonradiative decay of excited heterodimers within bacte-
rial reaction centers has recently been observed.
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IN PHOTOSYNTHETIC REACTION CENTERS the electron donors and acceptors
are positioned at precise distances and orientations relative to one another
to promote efficient photoinduced charge separation and to impede charge
recombination (I-3). However, the nature of the medium that engulfs each
donor-acceptor pair is thought to have a large influence on the observed
rates of electron transfer. For example, in the bacterial photosynthetic re-
action center a bacteriochlorophyll (BChl) molecule lies between the dimeric
bacteriochlorophyll donor (BChl,) and the bacteriopheophytin (BPh) accep-
tor. The 7 systems of these chromophores lie at large angles relative to one
another (about 70°) in an approximate edge-to-edge configuration. It is
thought that superexchange, which mixes low-lying, ionic, virtual states
involving the intermediate BChl with the locally excited state of the donor,
may lead to a greatly increased rate of charge separation (4-7).

Recently, both photochemical hole-burning experiments (8-11) and
Stark effect spectroscopy (12, 13) on reaction centers have been reported.
The results of these experiments suggest that excitation of BChl, produces
an excited state with significant charge-transfer (CT) character. A recent
report on reaction centers from genetically altered Rhodobacter capsulatus,
in which the BChl, donor is transformed into a BChl-BPh heterodimer,
shows that excitation of this species results in a 50% quantum yield of non-
radiative decay to ground state with a 30-ps time constant (14). The majority
of femtosecond spectroscopic experiments of native reaction centers show
no evidence for intradimer charge-separated intermediates (15-17). How-
ever, recent femtosecond transient absorption measurements suggest that a
distinct BChl™ intermediate may be involved in the primary charge sepa-
ration (I18).

However, the impact of low-lying virtual states possessing CT character
on the photophysics of porphyrin and chlorophyll donor—acceptor molecules
remains unclear. We recently demonstrated that a chlorophyll dimer can
undergo solvent-induced symmetry breaking within the excited singlet man-
ifold (19). The result of this symmetry breaking is enhanced nonradiative
decay of the excited state without the appearance of distinct charge-separated
intermediates as monitored by transient absorption spectroscopy. Strictly
speaking, CT-state formation within a symmetric dimer is symmetry forbid-
den. However, by providing different environments for each of the two
chromophores, solvent molecules can break the symmetry and thereby allow
the formation of CT states. A well-characterized example of a molecule that
undergoes solvent-induced symmetry breaking is the symmetric bichro-
mophore 9,9'-bianthryl (20, 21). Because solvation is adequate to destroy
the symmetry and allow the formation of CT states in model systems, it is
reasonable that the environment of the reaction-center protein surrounding
the dimeric donor is sufficiently asymmetric to promote mixing of CT states
with the locally excited singlet state of the dimer (1). Mataga and co-workers
have recently discussed several interesting features regarding the formation
of CT states in symmetric bichromophores (22, 23).
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To better understand the influence of low-lying CT states on the ob-
servable photophysics of chlorophyll and porphyrin donor—acceptor mole-
cules, we prepared a series of chlorophyll-porphyrin molecules in which
the two macrocycles maintain a fixed distance and orientation relative to one
another. Molecules HCHP, ZCHP, HCZP, and ZCZP (where H, Z, C, and
P denote free base, Zn derivative, chlorin, and porphyrin, respectively)
possess a chlorophyll molecule rigidly bound to a porphyrin such that the
7 systems of both macrocycles are constrained by steric interactions to be
perpendicular to each other. This geometry was chosen to mimic approxi-
mately the geometric relationship between the BChl, donor and the inter-
mediary BChl within photosynthetic reaction centers.

Experimental Details

Solvents for all spectroscopic experiments were dried and stored over 3-A molecular
sieves. HPLC-grade toluene was distilled from LiAlH, (LAH). Butyronitrile was
refluxed over KMnO, and Na;COj;, then twice distilled; we retained the middle
portion each time. 2-Methyltetrahydrofuran (MTHF) was freshly distilled from LAH
before each experiment.

UV-visible absorption spectra were taken on a Shimadzu UV-160 spectrometer.
Fluorescence spectra were obtained by using a Perkin—Elmer MPF-2A fluorometer
interfaced to a PDP 11/34 computer. All samples for fluorescence were purified by
preparative thin-layer chromatography (TLC) on Merck silica gel plates. Samples for
fluorescence measurements were 10~ M in 1-cm cuvettes. The emission was meas-
ured 90° to the excitation beam. Fluorescence quantum yields were determined by
integrating the digitized emission spectra from 600 to 800 nm and referencing the
integral to that for chlorophyll a in diethyl ether (24).

Redox potentials for HCHP, HCZP, ZCHP, and ZCZP were determined in
butyronitrile containing 0.1 M tetra-n-butylammonium perchlorate by using a Pt
disc electrode at 21 °C. These potentials were measured relative to a saturated calomel
electrode using ac voltammetry (25). Both one-electron oxidations and reductions of
these molecules exhibited good reversibility.

The picosecond transient absorption and emission measurements were obtained
by using apparatus described previously (26). The fluorescence lifetimes and error
limits given in Table I are the average of at least three measurements. Lifetimes
>1 ns were measured with a Hamamatsu R1294U microchannel plate photomulti-
plier/TEK 7912 digitizer combination. The total system possessed a time response
of 0.8 ns. Lifetimes <1 ns were determined with a Hamamatsu C979 streak camera,
with repetitive averaging to obtain good data on weakly luminescent samples. The
system response time was 10 ps. The lifetimes were obtained from the data and
instrument response by using a Levenberg—Marquardt iterative reconvolution tech-
nique.

Results

The synthesis of HCHP, HCZP, ZCHP, and ZCZP (see structure) will be
reported in a later publication. The methyl groups at the 3 and 7 positions
of the porphyrin buttress the chlorophyll and fix the plane of the chlorophyll
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Table I. Fluorescence Decay Times

Solvent ZC HC ZCZpP HCZP
Dioxane 7.68 £ 0.04 11.5+ 0.5 4.66 = 0.03 8.2+ 0.3
Toluene 3.14 £0.01 10.5+ 0.5 3.43 = 0.01 85 = 0.3
Ether 597001 10.3 £0.5 3.69 = 0.01 11.9 = 0.09
EtOAc 594 +0.01 10.2*0.5 2.61 = 0.01 1.49 = 0.01
MTHF 590 +0.01 108 0.5 3.22 = 0.01 2.06 = 0.01
CH,Cl, 3.33 £ 0.01 9.0 = 04 0.87 = 0.01 0.41 = 0.01
Pyridine 6.18 £ 0.02 10.7 £ 0.5 0.29 = 0.01 0.016 = 0.0006
Butyronitrile ~ 6.00 = 0.01 9.4 0.4 0.119 £ 0.001  0.0070 = 0.0006
DMF 6.63 = 0.01 7.9+0.3 0.052 = 0.001  0.0049 + 0.0008

NortE: Fluorescence was excited at 610 nm and detected between 650 and 700 nm.
No wavelength dependences of the lifetimes were observed. All decays are single
exponential and recorded in nanoseconds.

macrocycle perpendicular to that of the porphyrin (27). Rotation about the
single bond joining the porphyrin to the chlorin is completely restricted.
The ground-state optical absorption spectra of ZCZP and HCZP are
shown in Figure 1. It is immediately apparent that the spectra of both
molecules are a superposition of the respective spectra of the porphyrin and
chlorin moieties, with each macrocycle possessing its own distinct Soret
band and Q bands. Because the energy levels of the chlorin and porphyrin
macrocycles are nonresonant, exciton splittings of the optical absorption
bands are not observed. The Q, band of the chlorin rings in HCZP and

HCHP: M, = M, = 2H

ZCHP: M, = Zn, M, = 2H

ZCZP: M,

Il
=
Il
N
=

HCZP: M, = 2H, M, = Zn
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Figure 1. Ground-state absorption spectra of HCZP (—, 10° M) and ZCZP
(-—, 6 X 10~° M) in butyronitrile.

ZCZP occur at 669 and 654 nm, respectively, and are only 1-2 nm blue-
shifted from the respective bands in free-base and zinc methyl pyropheo-
phorbide a. Similarly, the (0,0) fluorescence emission bands of HCZP and
ZCZP that occur at 674 and 660 nm, respectively, are only slightly blue-
shifted from the corresponding bands in free-base and zinc methyl pyro-
pheophorbide a. Thus, the m systems of the two macrocycles are only weakly
coupled. The prominence of the Q bands of the chlorin makes it possible
to selectively excite the chlorin in our experiments. At 610 nm, the wave-
length of our laser excitation experiments, the ratio of chlorin—porphyrin
absorbance is >25 for ZCZP and about 8 for HCZP. In addition, we can use
the distinct spectroscopic signature of the Soret bands to detect the involve-
ment of chlorin or porphyrin states in the overall excited-state description
of these molecules.

Figure 2 shows the energy levels of the locally excited states of the
chromophores within HCHP, ZCHP, HCZP, and ZCZP and several hypo-
thetical CT states. The energies of the excited states are determined from
the position of the (0,0) band of the fluorescence emission. The hypothetical
CT state energies are estimated from a simple sum of the one-electron
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Figure 2. Energy-level diagrams for low-lying locally excited singlet states and
charge-transfer states of HCHP, HCZP, ZCHP, and ZCZP in butyronitrile.

oxidation and reduction potentials of the chromophores measured within
each molecule in butyronitrile. These CT-state energies are reasonable es-
timates only in highly polar media, where the ions are strongly solvated and
the coulombic interaction between the ions is small. Two important features
of the energetics of these molecules can be noted from these data. First,
most of the predicted CT states are low-lying (i.e., energetically close to
S,). Second, only HC"ZP* is below the locally excited singlet states of the
chromophores. The next lowest-lying state belongs to ZCZP *. Thus, one
might expect HCZP and ZCZP to show the greatest perturbation of their
locally excited singlet states by mixing with the CT states.

Figure 3 gives the fluorescence quantum yields of HCHP, ZCHP, HCZP,
and ZCZP, along with the zinc and free-base methyl pyropheophorbide
reference compounds. We found that energy transfer from the porphyrin to
the chlorin in each of these molecules proceeds in times <1 ps; therefore,
the locally excited singlet state resides on the chlorin. The only compounds
in the series that show solvent-polarity-dependent fluorescence quantum
yields are HCZP and ZCZP. The emission from both molecules is strongly
quenched in polar media. The static dielectric constant required to diminish
the emission yield of ZCZP is somewhat higher than that of HCZP. Table I
presents fluorescence lifetime data for ZCZP and HCZP in the same solvents
used to obtain the quantum yield data. Figure 3 and Table I show that the
reduction in emission quantum yield closely parallels the observed decrease
in fluorescence lifetime as the solvent polarity increases. This finding sug-
gests that increasing the solvent polarity results in a new nonradiative chan-
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Figure 3. Dependence of fluorescence quantum yields on solvent dielectric
constant for the indicated compounds.

nel that competes with radiative decay. The nature of this channel can be
examined by looking for transient spectral changes that arise following ex-
citation of HCZP and ZCZP.

Figures 4A and 4B show the transient absorption difference spectrum
of ZCZP in toluene (molar absorption € = 2.4) and in butyronitrile (¢ = 20)
obtained 20 ps after a 1-ps laser flash at 610 nm. In both solvents the Soret
band due to the chlorin chromophore at 430 nm bleaches within the 1-ps
time of the laser flash. There is no evidence for bleaching of the porphyrin
Soret band at 414 nm. Similarly, in both solvents (Figure 4B) the Q, band
of the chlorin bleaches immediately upon excitation. There is no evidence
of significant absorption in the near-infrared region of the spectrum, where
the radical ion states of both porphyrins and chlorins have absorbances
(28-30).

Figure 5 shows the recovery of the Q, band bleach as a function of time.
The data show that the excited state recovers much faster in polar media
than in nonpolar media, 119 ps vs. 3.4 ns, respectively. The excited-state
recovery times obtained via transient absorption agree well with those ob-
tained from fluorescence emission decays, as shown in Table 1. Throughout
the recovery time of the absorption changes, the spectral features illustrated
in Figures 4A and 4B only diminish. No new features or changes in band
shape or structure are observed.

Figures 6A and 6B show the corresponding transient absorption changes

In Electron Transfer in Inorganic, Organic, and Biological Systems; Bolton, J,, € a.;
Advances in Chemistry; American Chemical Society: Washington, DC, 1991.



Publication Date: May 5, 1991 | doi: 10.1021/ba-1991-0228.ch008

140 ET IN INORGANIC, ORGANIC, AND BIOLOGICAL SYSTEMS"

0.1

T

1
480

380 460 ' 42’0 ' 43,0 | 44'50
WAVELENGTH nm

Figure 4A. Transient absorption spectrum of ZCZP in toluene (—) and bu-
tyronitrile (---) at 20 ps following a 1-ps laser flash at 610 nm.

for HCZP in both toluene and butyronitrile. In toluene the transient ab-
sorption spectra shown in Figures 6A and 6B appear with the laser flash and
decay with an 8.5-ns time constant. The spectral features show only involve-
ment of the chlorin ring in the excited state and no evidence of ion-pair
intermediates in the near-infrared region of the spectrum. On the other
hand, when HCZP is excited in butyronitrile, the Soret bands from both
the porphyrin and the chlorin are bleached. The chlorin bleach at 435 nm
appears within the 1-ps laser flash and is followed within 5 ps by the ap-
pearance of the porphyrin bleach at 415 nm. The transient absorption
changes in the Q,-band region of the spectrum also differ substantially from
those observed in toluene. The spectrum of HCZP in toluene is similar to
that of ZCZP in Figure 4B and gives no indication of significant ion-pair
character. In butyronitrile the broad absorption feature between 625 and
700 nm is characteristic of the porphyrin cation radical (30), and the ab-
sorption feature at near 800 nm is characteristic of the chlorophyll anion
radical (29). Thus, a real ion-pair intermediate is formed following excitation
of HCZP in a polar solvent.
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Figure 4B. Transient absorption spectrum of ZCZP in toluene (—) and bu-
tyronitrile (---) at 20 ps following a 1-ps laser flash at 610 nm.

Further evidence for the formation of the ion-pair state of HCZP in
polar media is obtained by comparing the kinetics of the excited singlet state
decay with those for the recovery of the ion pair. The disappearance of the
excited state can be obtained from the decay of stimulated emission of the
HC chromophore in HCZP (31). This result is shown in Figure 7. The weak
stimulated emission recovers with a 5(=1)-ps time constant and is within
experimental error of the fluorescence lifetime of HCZP under these con-
ditions (Table I). This contrasts with the 43-ps decay time for the HCZP
ion-pair features (Figure 7).

Discussion

The photophysical data suggest that rapid nonradiative decay pathways for
the lowest excited singlet states of HCZP and ZCZP are dominant in polar
solvents and relatively unimportant in nonpolar media. In polar solvents,
electron transfer from ZP to ""HC occurs within HCZP. Placing either HCZP
or ZCZP in nonpolar media substantially increases the energies of the CT
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Figure 5. Transient absorption recovery at 660 nm for ZCZP in toluene (A)
and butyronitrile (O) following a 1-ps, 610-nm laser flash.

states. An estimate of this increase can be made by using dielectric continuum
theory to obtain the solvation energy of the ions as a function of solvent
polarity (32). For two ions with 5-A radii separated by 10 A in toluene, the
CT-state energies should lie about 0.6 eV higher than those depicted in
Figure 1. Thus, in toluene one expects the energies of HCZP * and HC *ZP~
to be at least 0.5 eV above that of "HCZP, so that ion-pair formation is
precluded. For ZCZP in both toluene and butyronitrile, the energies of
ZC~ZP"* and ZC*ZP~ should be above that of "ZCZP. In toluene the ener-
gies of the CT states should be sufficiently above that of the locally excited
singlet state to preclude significant interaction between these states. As the
solvent polarity increases, mixing of CT character into the locally excited
state of ZCZP increases. This change may enhance nonradiative transitions
between the mixed excited state and the ground state.

The formation of intramolecular charge-transfer states in directly linked
bichromophores is a well-known phenomenon (20, 21). In a directly linked
bichromophore, CT-state formation is favored when the two chromophores
are unable to adopt a conformation in which their 7 systems are face-to-
face, but are able to twist into a conformation in which the two & systems
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Figure 6A. Transient absorption spectrum of HCZP in toluene (---) and bu-
tyronitrile (—) at 20 ps following a 1-ps laser flash at 610 nm.

T T T

are orthogonal. This criterion is opposite to that for excimer formation, where
the greatest stabilization is generally obtained when the two chromophores
are able to maximize their m overlap. The term “twisted intramolecular
charge transfer” (TICT) has been used to describe this type of CT state. The
criterion for TICT-state formation within a directly linked bichromophoric
molecule has been described as the rule of minimum overlap (33). The
structures of HCHP, ZCHP, HCZP, and ZCZP are all ideal for TICT-state
formation. It is sterically impossible for the m systems of the chlorophyll and
the porphyrin in these molecules to achieve large overlap. The methyl groups
at the 3 and 7 positions on the porphyrin hold the chlorin ring perpendicular
to the porphyrin.

In a CT or TICT state, the asymmetric charge distribution in the mol-
ecule results in a dipole moment that interacts strongly with solvent dipoles.
As solvent polarity increases, the CT or TICT state is stabilized. Because
the A, of emission from ZCZP is essentially independent of solvent polarity,
the fluorescence of ZCZP at 660 nm is not due to an emissive CT or TICT
state. Yet, as the solvent polarity increases, the quantum yield of emission
from the 660-nm band decreases greatly. Despite intensive efforts, we have
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Figure 6B. Transient absorption spectrum of HCZP in toluene (---) and bu-
tyronitrile (—) at 20 ps following a 1-ps laser flash at 610 nm.
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never observed emission from charge-separated states involving chlorophyll
or porphyrin containing donor—acceptor molecules that are known to form
radical ion pairs in high quantum yield (34). Therefore, we hypothesize that
the TICT state of ZCZP decays entirely nonradiatively. However, this hy-
pothesis requires that the energy of the TICT state be below that of the
lowest excited singlet state, S;. An estimate of the energy of a hypothetical
TICT state in ZCZP can be obtained from our electrochemical data and is
shown in Figure 2. The sum of the one-electron redox potentials of ZCZP
in polar media suggests that the TICT-state energy is probably no lower
than about 1.95 eV. This amount is about 0.15 eV above the observed lowest
excited singlet state energy of ZCZP. Dissolving ZCZP in low-polarity media
such as toluene serves only to increase the energy of the TICT state, thereby
increasing the energy gap between this state and S;. Placement of the TICT
state of ZCZP above S, is consistent with the transient absorption and emis-
sion data obtained for ZCZP. The transient spectra of ZCZP shown in Figures
4A and 4B show no evidence of ion pairs as the solvent polarity increases.

However, nonradiative transitions between S, and the ground state, S,,
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Figure 7. Stimulated emission decay at 685 nm (O) and transient absorption
decay at 670 nm (A) for HCZP in butyronitrile following a 1-ps, 610-nm laser
flash.

in ZCZP may be enhanced by mixing of a low-lying CT (or TICT) state at
1.95eVinto S, at 1.87 eV. A small amount of mixing could result in significant
enhancement of the nonradiative decay rate in ZCZP without the appearance
of large changes in the excited-state absorption spectrum. Nonradiative decay
from S; — S, in chlorophylls is relatively inefficient. Internal conversion
accounts for no more than 15% of excited-state decay. Ab initio self-consistent
field-molecular orbital-configuration interaction (SCF—~MO-CI) calcula-
tions of both S and S, for ethyl chlorophyllide a show that the m-electron
populations at each atom in the 7 system do not differ significantly between
So and S, (35). The similar electron distributions for S, and S; suggest that
the potential surfaces of these states form a nested pair (Figure 8). The
absence of a crossing point between the surfaces of S and S, results in very
small Franck—Condon factors with consequent low rates of internal conver-
sion.

On the other hand, addition or removal of an electron from either the
chlorophyll or metalloporphyrin ring in ZCZP results in significant changes
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Figure 8. Potential energy surfaces for ZCZP.

in the overall m-electron distribution within these macrocycles (36, 37).
Moreover, these changes in m-electron distribution also differ from the -
electron distribution in both S, and S,. In particular, for the CT state
ZCZP"*, the m-electron distribution within the reduced chlorophyll ZC~ is
very asymmetric, with most of the unpaired electron density concentrated
along the ring A—C axis. Rings B and D have relatively little density. Within
the oxidized porphyrin ZP*, the m-electron density is more or less evenly
distributed around the periphery of the macrocycle. The changes in electron-
density distribution in ZC"ZP* relative to both ZCZP and “ZCZP should
result in a corresponding displacement of the nuclei in the CT state relative
to those in the excited and ground states (Figure 8).

If the CT state of ZCZP is low-lying in polar solvents, as is suggested
by our electrochemical data, the potential-energy surface for the CT state
may intersect the surfaces of both S; and S,. The rapid (2 X 10" s7) electron
transfer observed in HCZP in butyronitrile suggests that the electronic cou-
pling between two macrocycles linked in this fashion is on the order of 25—
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50 cm™. Thus, the surface crossings may be avoided; the result would be a
relatively smooth pathway for nonradiative deactivation of S, to S,.

Conclusion

The chlorophyll-porphyrin molecules described in this chapter are sensitive
probes of their solvation environment. Our data show that two large =
macrocycles, which are strongly coupled electronically, may exhibit en-
hanced rates of nonradiative decay as a function of increasing solvent polarity.
Enhanced nonradiative decay need not require the formation of real, spec-
troscopically observable ion-pair states. It is sufficient to mix CT character
into the excited-state description of the macrocycles. This type of behavior
can be used to model recent observations of significant nonradiative decay
yields in bacterial reaction-center proteins for which the primary BChl,
donor has been genetically altered to yield a BChl-BPh heterodimer (14).
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Manipulation of Electron-Transfer
Reaction Rates with Applied Electric
Fields

Application to Long-Distance Charge
Recombination in Photosynthetic Reaction Centers

Stefan Franzen and Steven G. Boxer

Department of Chemistry, Stanford University, Stanford, CA 94305

The rate of electron-transfer reactions can be manipulated by electric
fields. Although there may be several mechanisms by which the elec-
tric field influences the rate, the dominant mechanism is a change of
free energy for the reaction by changing the energy of dipolar in-
termediates or products. This change in free energy maps in some
nonlinear fashion onto a change in rate. The field may also affect the
electronic coupling. The case of long-distance (25 A) charge recom-
bination in photosynthetic reaction centers was investigated in detail
at 80 K for nonoriented samples. The experimental change in the rate
as a function. of field is inverted to give the relationship between the
rate and free energy in the vicinity of the zero-field free energy. The
dependence is found to be considerably more shallow than suggested
by simplified treatments of the Franck—Condon factor. This discrep-
ancy indicates that coupling to both high- and low-frequency modes
is important for this reaction.

THE RATES OF ELECTRON-TRANSFER REACTIONS can be changed by appli-
cation of external electric fields. During the past few years we have inves-
tigated the effects of applied electric fields on the spectral properties (Stark
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effect spectroscopy) (I, 2) and reaction dynamics (3-5) in photosynthetic
reaction centers (RC). In particular, we have investigated the long-distance
charge-recombination reaction between a hole on the primary electron donor
(P*) and an electron on the secondary quinone electron acceptor (Q,") in
isotropic samples at low temperature. The purpose of this investigation is
to demonstrate that effects can be measured and quantitated, to develop
methodology for analyzing the data, and to provide information on this
particular electron-transfer reaction. The latter is important because two
prior studies of field effects in Langmuir-Blodgett films (6, 7) and in lipid
bilayers (8, 9) at room temperature reached very different results.

The relationship among the reactive groups in the RC as determined
by X-ray crystallography (10) is shown in Scheme I. Upon excitation, 'P
transfers an electron to H within a few picoseconds (11); the electron moves
on from H™ to Q, within a few hundred picoseconds. Of the two C; sym-
metry-related halves, L and M, of the RC, only the L side is functional.
The intermediate P*Q," is long-lived; it decays on the order of 100 ms at
room temperature (about 30 ms at low temperature) back to the neutral
initial condition. Because of this long lifetime, it is possible to measure the
decay kinetics with excellent signal-to-noise ratio. The distance between P
and Q, is approximately 25 A (10).

It is natural to consider electric-field effects because the RC spans a
membrane that can have a substantial transmembrane potential. For an
idealized bilayer 50 A thick, a transmembrane potential of 500 meV (some-
what larger than is likely to be physiologically relevant) corresponds to an
applied electric field of 10° V/cm (10 mV/A). Because the RC is oriented
with respect to this applied potential, the energies of dipolar states such as
P*H_ and P*Q," will be changed: the interaction energy AU(F) = —nF,
where p is the dipole of the state and F is the applied electric field. For
example, the P*Q, " dipole is roughly aligned with the local C, axis (Scheme
I), which is parallel to the membrane normal, and |i(P*Q,7)| ~ 130 D on
the basis of crystal structure (10). Thus, the energy of this dipole will be
increased by nearly 300 meV for a field of 10° V/cm, a substantial fraction
of the free energy (AG® = 520 meV) (12, 13) for the P*Q,~ — PQ, recom-
bination reaction (Scheme II).

To obtain an effect of the applied field on the rate of electron transfer,
the field must affect some factor that determines the rate. In the simplest
picture, the rate is factored into the product of an electronic factor (V?) and
a Franck—Condon (FC) factor, and the field can change the rate by changing
either or both factors. As discussed in the previous paragraph, the field will
always change the energy of dipolar states. Consequently, a change in the
driving force for the reaction is expected (Figure 1A). AG® shifts to higher
or lower values, depending on the orientation of the dipole. For an oriented
sample, one predicts that the rate will shift as the field is applied, with the
magnitude and direction of the shift depending on the shape of the rate vs.
the AG® curve in the vicinity of the zero-field AG®, the magnitude and
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Scheme I. Arrangement of the reactive components taken from the X-ray crystal
structure coordinates of the Rps. viridis reaction center (10).

direction of the dipole relative to the field, and the field strength. This
situation is ideal from an experimental perspective.

If the sample is not oriented, but instead all orientations of dipoles
relative to the field are present (an isotropic sample), then the driving force
spreads out around the zero-field value: the extrema of the change corre-
spond to those orientational subpopulations whose dipoles are parallel or
antiparallel to the field, whereas other subpopulations experience a smaller
change. The consequences for the rate are illustrated in Figure 1B, corre-
sponding to the three regions of the rate vs. the AG° dependence highlighted
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Scheme I1. Reaction scheme for the primary charge separation and recom-

bination steps of bacterial photosynthesis, and approximate rate constants at

80 K. The energies relative to the ground state are given on the right in
reciprocal centimeters and electron volts.

in Figure 1A (14, 15). Consider the case in which, at zero applied field, the
electron-transfer reaction is well-described by a single exponential. Upon
application of the field, the value of AG® spreads around the zero-field value
to produce a spread of rates (i.e., the kinetics becomes highly nonexponen-
tial).

This unsavory situation is illustrated in Figure 1B for the three regions
in plots of the expected normalized difference in absorbance between field-
on and field-off as a function of time (referred to as difference decay for
brevity). The total differences are expected to be small, but the shape of
the difference decay curve depends sensitively on the shape of the rate vs.
the AG® curve in the vicinity of the zero-field AG®. Furthermore, as the
applied field is increased, a wider and wider range of the rate vs. the AG®
curve will be sampled. In the following discussion we will demonstrate that
it is possible to reverse the process illustrated in Figure 1A — 1B. By meas-
uring the difference decay as a function of applied field, it is possible to
obtain the dependence of the electron-transfer rate on AG® for the system
under investigation. Although we focus our initial study on the P*Q," re-
combination reaction in RCs, the method should be entirely general.

In this qualitative discussion we have only considered effects on the FC
factors as these are easily illustrated. Nonetheless, the applied field may also
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Figure 1. (A) Logarithm of the electron-transfer rate as a function of the free
energy change for a typical case. Regions are labeled I for the normal region,
II for the optimally exothermic region, and III for the inverted region. (B)
Calculated effects of an electric field on the electron-transfer rate for an
isotropic sample shown as difference decays (field-on minus field-off). The
effect is shown for the three regions illustrated in panel A. For the purpose
of calculation, a 50-D dipole and 105-V/cm applied field were assumed (possible
effects of the field on the electronic coupling matrix element were ignored).
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affect the electronic coupling. One possibility is that the field is so large that
it distorts the wave functions on the donor and acceptor, and thereby changes
their overlap. This direct effect of the field is probably not significant, con-
sidering what is known about the polarizability of these molecules and ions;
however, definitive experiments need to be developed to prove this. A more
subtle issue arises if the electronic coupling involves superexchange coupling
via states of species between the donor and acceptor (other chromophores,
amino acid residues, etc.). In this case the field might exert a substantial
effect on the matrix element under certain conditions. We will argue that
superexchange involving P*H™ may be important in mediating the P*Q,~
recombination reaction, but that the field effect is likely not to be very large.

Experimental Details

Reaction centers from Rhodobacter sphaeroides R-26 were obtained by standard
methods (16) and contain a single ubiquinone. Samples were prepared by spin-coating
solutions containing RCs [10 mM Tris, pH 8.0, 0.025% lauryldimethylamine oxide
detergent (LDAO) in 18% (w/v) poly(vinyl alcohol) (PVA, avg. MW = 125,000,
Aldrich)] onto glass slides coated with indium—tin oxide (ITO) (>85% transparency
in the 500-1000-nm range, conductance >1.25 X 102 S, 0.17 pm thick). Samples
were spun on a photoresist spinner. Different samples had thicknesses ranging from
3.0(x0.1) to 10.0(=0.3) wm as measured with a Sloan Dektak Ila thickness-
measuring system (precision +0.1 uwm) and had optical densities ranging from 0.02
to 0.1 at 870 nm. The second electrode was prepared by evaporating 0.3 pm of Al
onto the polymer film.

The samples were placed in a closed-cycle helium refrigerator in a copper sample
holder designed to allow thermal contact with the cold finger through the aluminum
electrode. Data were collected for 3-5-min periods while the compressor was turned
off to reduce the noise. The temperature rise during these time periods was less
than 2.0 K, as determined by a gold—constantan thermocouple near the sample. The
sample was excited by using the frequency-doubled output of a Nd:YAG laser (pulse
width ~10 ns); this resulted in a bleach of the 870-nm band that was less than 70%
of saturation. The probe beam was broad-band light from a tungsten halogen lamp
filtered to produce a beam centered at 880(=20) nm. The probe beam was reflected
off the aluminum electrode at 16.4° incidence, and the transient signal was measured
with a silicon photodiode. The high voltage was gated on immediately following the
excitation flash with a rise time of <50 ws. Typically about 200 transients were
averaged to achieve the necessary signal-to-noise ratio in excess of 1000:1.

Results and Methods of Analysis

The effects of increasing an applied electric field on the P*Q , ~ decay kinetics
at 80 K are shown in Figure 2 as difference decays for field-on minus field-
off, which are normalized to the zero-field initial amplitude of the bleach.
The decay is slower at all times with the field on than with the field off for
all field strengths. The difference reaches a maximum at slightly greater than
one 1/e time of a single exponential fit to the data. At an applied field of
1.2 x 10° V/em, differences as large as 7% of the initial amplitude are
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Figure 2. Difference decay curves (field-on minus field-off) for P*Qa~ charge

recombination at 80 K. Data are shown for external fields 7.61, 8.57, 9.05,

9.52, 10.00, 10.47, 10.96, and 11.43 X 10° V/cm, where increasing fields lead

to larger differences relative to zero field. The lines through the data were

generated from the parameters obtained from the best fit to all the data by

using a cumulant expansion in powers of the field. (Reproduced from ref. 24.
Copyright 1990 American Chemical Society.)

observed. Even at a qualitative level, these data suggest that this reaction
is approximately in the region labeled II in Figure 1. Markedly different
results are observed at higher temperatures due to charge recombination
via an activated pathway; this will be discussed in detail elsewhere (17).
We shall extract the form of the kgp vs. F,, curve from the raw data
(difference decays) by assuming that this curve is well represented by a
cumulant expansion and adjusting the cumulants for a best fit. This method
is completely general and can be used for any electron-transfer system. To
interpret this particular system, we make the following assumptions:

1. The field affects only the energy of the P*Q," state dipole;
that is, possible effects of the field on the ground state, the
reorganization energy, and the zero-order electronic wave
functions are ignored. (We briefly address the electric-field
dependence of the electronic coupling matrix element due to
coupled excited states to second order (superexchange) in the
Discussion section.)
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2. The interaction energy between the electric field and the
P*Q," dipole moment represents a contribution to the free
energy of the charge-separated state P*Q,".

3. There are no other pathways in the decay of P*Q," to the
ground state at 80 K up to the highest fields; that is, we do
not consider activated back reactions through other states.

4. Electron transfer is the rate-limiting step in the recombination
of P*Q, at this temperature.

The distribution of electron-transfer rates induced by the field is treated
by using a cumulant expansion of each rate in powers of the energy of
interaction (AU) between the P*Q,~ dipole (i) and the electric field (F ),
where AU = —uF;,cos 0, and 0 is the angle between p and the internal

field F,,.. The modified rate constant at a given orientation and field is given
by:

kET(Fintae) = exp (i PnAU”> (1)

n=0

where the zero-field rate constant is given by kg(Fi,, = 0,6) = exp(Py).
Equation 1 is simply the representation of the logarithm of the rate constant
by a general polynomial. The cumulants P, can be related to the moments
of an expansion of the rate constant on powers of the free energy, and the
shape of the curve they describe can be compared with the shape predicted
by theory. This approach allows various theories and also levels of approx-
imation within one theory to be tested.

For the case in which the P*Q,~ decay-rate constant is well-described
by a single exponential at zero field, application of the field shifts the value
of the decay-rate constant to a new value depending on the angle 6. The
experimentally observed difference decay curves can be fit to the orientation
averaged difference decay function AA(t)

AA(t) = A, {fl exp [—exp {i P,(— wFcos 0)”} t] X

n=0

d (cos 8) — exp [—exp (P o)t]} @)

by using the Marquardt algorithm for nonlinear least-squares fitting. The
parameter P, is obtained from the zero-field fit of the data to a single ex-
ponential. The parameters P, resulting from the fit describe the shape of
the distribution of rates as a function of energy for the process. The param-
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eters P, are obtained by fitting a set of difference decay curves obtained at
many electric-field values simultaneously and requiring that the parameters
be globally valid for all of the fields. As long as the number of field values
is large enough, the problem is overdetermined. The determination of the
rate vs. interaction energy curve determined in this way is an experimental
quantity and is free from theoretical modeling. Starting with the data, which
are described by a function of time, AA(t), one obtains the distribution
function kg(F;,.,0), which satisfies eq 2.

Although the P*Q,~ recombination kinetics fit well to a single expo-
nential in solution at room temperature, it has been observed in careful
measurements that the decay is not single-exponential at low temperature
(18). Likewise, the fit of the PVA film samples to a single exponential is not
good, though the best fit to a single exponential gives a rate constant of
39.0 s7!, which is the value often quoted in the literature at 80 K (19). The
data can be much better fit by using two exponentials. Thus, following the
work of many other investigators (20-23), we have analyzed the P*Q," re-
combination kinetics as a double exponential and treat the two decays as
corresponding to two populations of RCs: population 1 with a faster recom-
bination rate, k; = 75 s and population 2 with a slower rate, k, = 21 s
It is possible that differences in the degree of protonation are the origin of
these populations (22).

By using the result that the zero-field kinetics are biexponential, the
method outlined can be extended to allow two kgy vs. applied-field curves
to be calculated. The parameters for the faster process (population 1) are
denoted P, and those for the slower process (population 2) are denoted Q,.
The amplitude of population 1 is A and that of population 2 is B,. Assuming
isotropic excitation, the equation used for the biexponential fit is an extension
of eq 2.

AA(t) = A, {fl exp/[—exp [i P,(— pF;, cos 0)”] t] X

n=0

d (cos 8) — exp [ —exp (Po)t]} +

B, {fl exp [—exp I:i Qu(— RFiy cos 9)"] t] X

d (cos 6) — exp [—exp (Qo)t]} @)

Other issues such as the local field correction, complications due to the
absorption Stark effect and angle dependence, and details of the error anal-
ysis are discussed elsewhere (24).

By using eq 3 with the first four cumulants included, the difference
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decays shown in Figure 2 were fit to give the experimental rate vs. interaction
energy curves shown in Figure 3. These curves can be used in turn to
regenerate the difference decay curves that are shown in Figure 2 along
with the original data. The error curves are shown in Figure 3 as dashed
lines above and below the experimental kg vs. AG® curve. The errors are
smaller near the zero-field rate than at the extremes covered by the field
because the effect near zero field is sampled with each application of the
field; in contrast, the effect at the extremes is only sampled with the highest
applied fields.

Discussion

Several features of the curves in Figure 3 are interesting. The kgr vs. AG®
curves are relatively flat and markedly asymmetrical; they are much flatter
for larger values of —~AG® than for smaller values. This result suggests that
many modes, including both low- and high-frequency modes, are coupled
to the electron-transfer process. The maximum rate is not the zero-field rate.
Thus, even though the reaction is essentially activationless, the reorgani-
zation energy is not equal to the zero-field free energy, though it is not far
removed. There is no evidence for structure in the curves. In contrast to
data obtained with model compounds at discrete free-energy points (25),
the experimental curves in Figure 3 are continuous because a continuous
distribution of AG® is sampled between +p(P*Q,")F (about +300 meV).
Thus, if structure were present it should be seen in this data; none is ob-
served. Finally, the shape of the curves for the two decay processes is quite
different, reflecting some difference in the modes that are coupled to the
electron-transfer process.

With these experimental curves in hand, it is useful to go further and
attempt to fit these curves to a variety of models. We have implemented a
nonlinear least-squares fitting program for this purpose, the details of which
are described elsewhere (24). The key results are shown in Figure 4, which
gives best fits to the models described in the caption. The simplest semi-
classical Marcus theory gives a poor fit to the data. By comparison, a model
involving linear coupling to two modes compares well with the data for the
faster decay process and at least passably with the data for the slower decay
process, using the parameter values given in Table 1. The values of the mode
frequencies coupled to the process are average values, and the coupling
constants represent the total coupling of all of the modes with a given average
frequency. The product of the electron—phonon coupling S and the frequency
o gives the contribution of a mode to the reorganization energy (\ = 3S hw,,
where h is Planck’s constant). The clear implication is that coupling to both
low- and high-frequency modes is important, and that the total reorganization
energy is roughly evenly divided between these modes.

The long-distance charge-recombination reaction between P*Q,~ and
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Figure 3. (A) Experimental log kgr vs. AG® curve for population 1 obtained
from the best fit to the electromodulated kinetic data shown in Figure 2. (B)
Experimental log ker vs. AG® curve for population 2 obtained from the best
fit to the electromodulated kinetic data shown in Figure 2. The dotted curves
above and below the best fit for each population represent the errors. The
relative amounts of populations 1 and 2 are 0.623(£0.064) for population 2
and 0.377(%=0.064) for population 1, as determined from the amplitudes of
the fit to two exponentials at zero applied field. The abscissa is the absolute
value of free energy (-AG®,). (Reproduced from ref. 24. Copyright 1990
American Chemical Society.)
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Figure 4. (A) Fits using theories of electron transfer to the experimental log
ker vs. AG® curve for population 1 (—). (B) Fits to the experimental log ker
vs. AG? curve for population 2 (—). The theoretical curves in both panels are
indicated by dielectric continuum theory (— — =), linear coupling model with
the saddle-point approximation with two modes (———) and quadratic coupling
(- - -). The model used to fit the data is the Franck—Condon factor calculated
as a function of the free energy by using the saddle-point approximation. A
linear coupling model includes position shifts of the nuclei in a normal mode
that is coupled to the reaction. Quadratic coupling includes the frequency
shift in a normal mode coupled to the reaction. The details of the saddle-point
approximation are discussed in ref. 26. The abscissa is the absolute value of
free energy (-AG°). (Reproduced from ref. 24. Copyright 1990 American
Chemical Society.)
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Table 1. Parameter Values from a Fit to the Linear

Coupling Model

Population 1 Population 2
Parameter (k, = 75.6 s71) (k, = 21.5571)
S, 2.76 = 0.10 1.88 = 0.05
, 1516.0 = 50.0 cm™' 2434.0 = 90.0 cm™!
S, 39.4 = 0.4 13.1 = 0.10
[N 50.0 + 3.1 cm™! 199.0 = 6.0 cm™!
Reduced x, 0.58 0.50

NOTE: Parameters are from a nonlinear least-squares fit of the ex-
perimental kgr vs. AG® curve (Figure 3) to a linear coupling model
involving two modes. The saddle-point approximation was used to
calculate the kgr vs. AG® curve that is the fitting function. The
electron-phonon coupling constant S, represents the total coupling
for all modes with average frequency w,. This fit does not show that
only two modes are coupled to the reaction. The standard deviations
of the parameters were calculated from the covariance matrix of
the fit. All fits assume AG® = 4194 cm~'. The fits are illustrated
in Figure 4.

the ground state PQ, may be mediated by higher-lying states such as the
intermediate state P*H~ (24). The electronic factor is calculated by using
the ratio (2V,V/AE,)2, where Vy, is the electronic coupling between the
state '"PH and P*H~, V,; is the coupling between P*H~ and P*Q,", and
AE,, is the energy difference between the transition state and the mediating
state (P *H™ in this case). The magnitude of the electronic coupling estimated
from the electron-transfer rates is consistent with such a mechanism. Virtual
coupling by dipolar states (superexchange) can lead to a new field depen-
dence due to the field-induced change in the energy denominator of the
electronic factor (AE,;). However, the inclusion of even two modes into the
description leads to the possibility that the field dependence due to the
individual modes may cancel because their contributions to AE ,; cancel. For
reasonable values of the parameters obtained by using a two-mode linear
coupling model for the Franck—Condon factors (e.g., Figure 4 and Table I)
and the known energy of the P*H™ mediating state, the field dependence
of the electronic factor is calculated to be quite small. Thus, the relative
contribution of low- and high-frequency modes is not likely to be affected
by the presence of superexchange coupling in the electronic factor.

In summary, electric-field modulation of electron-transfer reaction rates
has been shown to be a useful approach to providing further information on
the factors that determine the rate. Although the application discussed in
this chapter has focused on a particular biological example, it is expected
that a similar approach can be used for a wide range of reactions. Investigation
of model systems is currently in progress.
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Function of Quinones and Quinonoids
in Green-Plant Photosystem I
Reaction Center

Masayo Iwaki and Shigeru Itoh

Division of Bioenergetics, National Institute for Basic Biology, 38 Nishigonaka,
Myodaijicyo, Okazaki 444, Japan

In photosystem 1 photosynthetic reaction centers of green plants
(spinach), the constituent phylloquinone (2-methyl-3-phytyl-1,4-
naphthoquinone, vitamin K,) that functions as the secondary electron
acceptor (A1) was replaced by various quinones and quinonoid com-
pounds. Most of the quinones and quinonoids tested replaced the
function of A, and suppressed the charge recombination between the
reduced primary electron acceptor chlorophyll a (Ay-) and the oxi-
dized primary donor (P700*). Redox midpoint potential (E ) values
of the semiquinone =/ quinone couple of reconstituted quinones in situ
in the photosystem I reaction center were estimated to be about
300 mV more negative than those in dimethylformamide (DMF).
This result is different from the situation in the purple bacterial reac-
tion center, in which reconstituted quinones showed E ., values about
400 mV more positive than those in DMF. The variation indicates
that there are different quinone environments in these two types of
reaction centers.

GREEN PLANTS HAVE TWO TYPES of photosynthetic reaction centers (RC)
functioning in series: photosystems I and II. The photosystem (PS) II RC
recently isolated (I) seems to have a structure essentially similar to that of
purple bacterial RC, whose tertiary structure has been determined by X-
ray crystallography (2, 3). In both PS II and purple bacterial RCs, four to
six chlorophylls, two pheophytins, and two quinones are embedded on two
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polypeptides of about 30-kDa molecular mass (I-4). Amino acid sequences
of the polypeptides of PS II and purple bacterial RCs show only 30% ho-
mology to each other, but high homology in essential moieties constituting
binding sites for the prosthetic groups (2).

On the other hand, the core part of the PS I RC complex is composed
of large polypeptides of about 80-kDa molecular mass, more than 50 chlo-
rophyll a molecules [reaction center chlorophyll (P700), primary electron
acceptor chlorophyll (A,), and mostly antenna chlorophylls; about two phyl-
loquinone (2-methyl-3-phytyl-1,4-naphthoquinone) molecules; and a 4Fe—4S
center (Fy, tertiary electron acceptor)] (4—6). A small subunit polypeptide
of 9-kDa molecular mass attached to the large-core polypeptides containsj
other 4Fe—4S centers F, and F, which accept electrons from Fy (7) (Figure
1).

The amino acid sequences of the PS I polypeptides show almost no
homology to those of PS II-purple-bacterial-type RCs (5). This, as well as
the difference in prosthetic groups, makes it difficult to consider the evo-
lutionary relationship between these two types of RC complexes. Recent
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Figure 1. Electron-transfer pathway in PS I RC. Key: P700, ground state;

P700*, lowest singlet excited state; P7007, triplet state of PS I primary electron

donor chlorophyll; Fd, ferredoxin. Inset figure shows structure of phylloqui-

none (A;) reproduced after refs. 2 and 3. Reaction times are ob-
tained from refs. 4, 6, and 31-35. Continued on next page.
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studies, however, indicate that the quinones function as the secondary elec-
tron acceptor, both in PS I (4, 6, 8-20) [some arguments still remain (21,
22)] and PS II-purple-bacterial-type RCs (23, 24). Thus, comparison of qui-
none reactions in these different types of RCs should give new information
concerning the electron-transfer mechanism and the evolutionary relation-
ship of photosynthetic RCs.

The energy levels and reaction times of electron-transfer steps in PS I
RC and purple bacterial (Rhodobacter sphaeroides) RC are compared in
Figure 1. Electron transfer in purple bacterial RC is characterized by two
ubiquinones (2,3-dimethoxy-5-methyl-6-(prenyl),,-1,4-benzoquinone) func-
tioning in series as the secondary (Q,) and tertiary (Qp) electron acceptors
(23). Both of these quinones interact with an Fe atom (2, 3). In some purple
bacteria such as Rhodopseudomonas viridis, Q, is menaquinone [2-methyl-
3-(prenyl),-1,4-naphthoquinone]. This situation is almost the same in PS II
RC, which has plastoquinone [2,3-dimethyl-5-(prenyl),-1,4-benzoquinone]
as Q, and Qg (4, 24). The large energy gap between the primary electron
acceptor pheophytin and Q, seems to match the reorganization energy of
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Figure 1. Continued. Electron-transfer pathway in purple bacterial RC. Key:
P870, ground state; P870*, lowest singlet excited state; P8707, triplet state of
the primary electron donor bacteriochlorophyll dimer; Bph, bacteriopheo-
phytin. Inset figure shows structure of Q4 site of Rps. viridis RC reproduced
after refs. 2 and 3. Reaction times are obtained from refs. 2, 3, 23, and 25.
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the reaction (25) and to partially contribute to the activationless behavior of
the Q, reaction in this type of RC. The quinone-extraction—reconstitution
studies have been extensively carried out in isolated bacterial RCs to solve
the mechanism of efficient electron transfer in RC (25-30). On the other
hand, the PS I RC contains phylloquinone as the secondary electron acceptor
(A}), which undergoes a one-electron redox step, does not protonate, and
mediates electron transfer between A, and Fx (8-20). Reaction of A}, how-
ever, has not been well-characterized yet.

We first reported the extraction and reconstitution method of this phyl-
loquinone in spinach PS I RC (15) and demonstrated the chemical identity
of A, as phylloquinone (11, 15, 16). This identification was later confirmed
in cyanobacterial membranes by another extraction method (9). One mol-
ecule of phylloquinone is required to regain the A, function (9, 16), and the
role of other weakly bound phylloquinone is not known yet. The functional
phylloquinone binding site, designated as the Q, site, also binds herbicides
(17, 18) and various artificial quinones (19, 20). The energy diagram of the
PS I RC is characterized by a small energy gap for each electron-transfer
step, 10-fold faster rate for the quinone reactions, and extremely low redox
potentials for components functioning on the reducing side (31-35). The PS
I RC thus provides an experimental system to test and refine the electron-
transfer mechanism proposed in the purple bacterial RC (25). The reason
that PS I RC requires phylloquinone but not plastoquinone and how it
distinguishes the former from the latter, which exists in 10 times larger
amounts in the same thylakoid membrane (36), are also of interest.

We here summarize and extend the quinone-reconstitution study in PS
I RC. Extraction of the original phylloquinone from PS I RC enhances the
charge recombination between A, and P700* [which produces either the
triplet P7007 state (9—11) or excited singlet P700*, which produces delayed
fluorescence (11)] and results in a decrease in the amount of P700 * detectable
in the microsecond-to-millisecond time range. Various quinones or quino-
noid compounds, introduced in place of phylloquinone into PS I RC, sup-
press the charge recombination and mediate the electron transfer between
A, and iron—sulfur centers.

Materials and Methods

Lyophilized photosystem I particles, which were obtained by treating spin-
ach chloroplasts with digitonin and contain almost no photosystem II, were
twice extracted with a 1:1 mixture of dried and water-saturated diethyl ether,
followed by one extraction with dry diethyl ether; this procedure completely
removed the two phylloquinone molecules contained in the PS I RC (15).
The phylloquinone-depleted particles were also depleted of about 85% of
the antenna chlorophyll complement and all carotenoids (15-20, 37, 38).
However, P700, Ay, Fy, Fg, and F, were almost unaffected (15-20). The

In Electron Transfer in Inorganic, Organic, and Biological Systems; Bolton, J,, € a.;
Advances in Chemistry; American Chemical Society: Washington, DC, 1991.



Publication Date: May 5, 1991 | doi: 10.1021/ba-1991-0228.ch010

10. Iwaki & IToH Function of Quinones and Quinonoids 167

extracted particles were dispersed in 50 mM glycine OH buffer (pH 10) and
then diluted in 50 mM Tris Cl [Tris(hydroxymethyl)aminomethane Cl] buffer
(pH 7.5) containing 0.3% (v/v) Triton X-100 (polyethylene glycol p-isooc-
tylphenyl ether). After 30 min of incubation, grayish undissolved materials
were eliminated by centrifugation. The clear supernatant liquid was diluted
about 50 times with 50 mM Tris Cl buffer (pH 7.5), containing 30% (v/v)
glycerol to give a final P700 concentration of 0.25 pM, which was used for
reconstitution and measurements. All extraction procedure steps were done
below 4 °C.

To reconstitute quinones or quinonoids, the suspension of the extracted
PS I particles was incubated for a day at 0 °C in the dark with various
quinones or quinonoids dissolved in ethyl alcohol, hexyl alcohol, or dimethyl
sulfoxide. The quinone-reconstituted RCs were stable when stored below
10 °C. More than 70% of the PS I RCs were reconstituted by this method
(15-20). Next, 10 mM ascorbate and 0.1 mM dichloroindophenol couple
were added to the reaction medium to provide seconds-time-scale reduction
of the small amount of P700* not rapidly reduced by intrinsic components.
Quinones and quinonoids used as candidates to reconstitute A, were 2,6-
diamino-9,10-anthraquinone; fluoren-9-one; anthrone [9(10H)-anthracen-
one] (Aldrich, Milwaukee); 9,10-anthraquinone; menadione (2-methyl-1,4-
naphthoquinone) (Katayama, Osaka, Japan); phylloquinone (2-methyl-3-phy-
tyl-1,4-naphthoquinone); menaquinone-4 [2-methyl-3-(prenyl)-1,4-naph-
thoquinone] (Sigma, St. Louis); 2,3,5,6-tetramethyl-1,4-benzoquinone; 1,4-
naphthoquinone; 1-nitro-9,10-anthraquinone (Tokyokasei, Tokyo, Japan); 1-
amino-9,10-anthraquinone; 2,3-dichloro-1,4-naphthoquinone; 2-methyl-
9,10-anthraquinone (Wako, Osaka, Japan); 2,3-dimethyl-1,4-naphthoqui-
none; ubiquinone-10; and plastoquinone-9.

The activity of the reconstituted PS I particles was assayed by measuring
the flash-induced absorption change of P700 at 695 nm in a split-beam
spectrophotometer (17) at 6 °C. The intensity of the actinic flash (532 nm,
10 ns FWHM, 0.7 Hz) from a frequency-doubled Nd-YAG laser (Quanta-
Ray, DCR-2-10) was attenuated to excite about a quarter of the RCs to avoid
sample damage. Signals were averaged between 32 and 128 scans, as re-
quired in each case.

Results

Kinetics of Flash-Induced P700 * in PS I RCs Containing Various
Quinones and the Redox Properties of Quinones. In PS I RCs in
which native phylloquinone is extracted with diethyl ether, only a small
amount of P700 * was detected in the microsecond-to-millisecond time range
after excitation with a laser flash (trace of no additions in Figure 2). This
scarcity is due to the rapid return of an electron on A,™ to P700* (charge
recombination, see Figure 1) with a characteristic £,,, of 35 ns (9—12). This
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Figure 2. Flash-induced absorption change of P700 in the presence of various

naphtho- and anthraquinones in phylloquinone-depleted PS I particles meas-

ured at 695 nm. The concentration of added quinone is shown in parentheses.

Redox properties of quinones are represented by their E 1, values, referred to

the standard hydrogen electrode, measured in DMF (25, 27, 28). NQ and AQ

represent 1,4-naphthoquinone and 9,10-anthraquinone, respectively. The fig-
ure is redrawn from Figure 1 in ref. 20, with new data added.

reaction produces a small amount of triplet state P700", which decays with
aty,, of 80 ps [this t,,, is longer than that of a typical few-microsecond decay
seen in intact PS I RC, because of the co-extraction of carotenoids (10)] and
also is detected at 695 nm (Figure 2). A small amount of P700* is produced
and decays slowly (t,, = 30-100 ms) through reduction either by an added
ascorbate—dichloroindophenol couple or by partially photoreduced
iron—sulfur centers.

The flash-induced P700* extent in the microsecond-to-millisecond range
was increased when various naphtho- and anthraquinones, including those
known as inhibitors in PS II (39), were substituted for the intrinsic phyllo-
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quinone in the PS I RC (Figure 2). This increase indicates that all of these
quinones can oxidize A" at a rate rapid enough to compete with the charge
recombination with P700*. Benzoquinones were rather poor in this activity
except for duroquinone (19). The concentration of each quinone shown in
Figure 2 was adjusted to provide the maximum level of reconstitution.

Kinetic patterns of the flash-induced P700* after the flash, on the other
hand, seemed to vary according to the redox potential of the reconstituted
quinone given by the polarographically measured potential E;, value of the
semiquinone’~/quinone couple in dimethylformamide (DMF). This result
suggests that the midpoint potential value of quinone at the Q, site (E , in
situ with respect to those of A, and Fy) is crucial in determining the reaction
kinetics of the quinone as recently shown (19) and that the E, in situ is
related to E;;, in DMF.

A group of quinones induced a high extent of flash-oxidized P700*
followed by a slow decay (¢,,, = 30-100 ms), as reported for phylloquinone
(16). The slow decay time indicates that the P700* is not rereduced by A~
or A;", but by (F,/Fp)” or by an external reductant (Figure 1) (16, 19).
Phylloquinone and most anthraquinones (except 1-nitro-9,10-anthraquinone
and 2,6-diamino-9,10-anthraquinone) belong to this group. These quinones
appear to mediate electron flow from A, to Fy and then to F,/Fy because
the reduction of F,/Fy can actually be detected at 405 nm, which is an
isosbestic wavelength of P700 */P700 (Figure 3) (i.€., they fully reconstituted
the function of A)). The E , values of these quinones in situ in the Q, site
are, thus, expected to be intermediate between those of A, and Fy (19, 20)
[i.e., between —1000 (40) and —720 mV (41)].

With a quinone that has an extremely low potential, 2,6-diamino-9,10-
anthraquinone, both the initial extent of flash-induced P700* and the extent
of the slow-decay phase were small even at the saturated concentration
(50 wM). This quinone may be incompletely reduced by A,~, probably be-
cause the E, of the quinone is comparable to or lower than that of A,.

Quinones that have higher potentials [such as 2,3-dichloro-1,4-naph-
thoquinone, 1,4-naphthoquinone, 2-methyl-1,4-naphthoquinone (menadi-
one), and 1l-nitro-9,10-anthraquinone] also promote a high initial extent of
the flash-induced P700*, a result indicating that they efficiently accept elec-
trons from A,". However, the decay of P700* was composed of fast (t,,, =
0.1-1 ms) and slow (¢;, = 30-100 ms) phases. The extent of the latter
decreased with the raising of the E , value of the tested quinone. This result
may be explained if these quinones have E , values comparable with or more
positive than that of Fy so that they cannot fully reduce Fy and therefore,
F,/Fy. In this case, it is expected that the remaining semiquinone’~ then
will directly reduce P700* as the fast phase. This mechanism is typified in
the quinone with the most positive E ,, value, 2,3-dichloro-1,4-naphthoqui-
none. It produced a high extent of flash-induced P700*, which decays rap-
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Figure 3. A: Dependence of the relative extent of the quinone-induced increase
of the slow-decay phase of P700* [reduction of P700* by (F4/F3)] on the
E 2 value of added quinone in DMF. B: Dependence of the relative extent of
(Fa/F )~ measured by the absorption change at 405 nm on the Ey; value of
quinone in DMF. Solid lines represent one-electron Nernst's theoretical curve
calculated with —0.4-V E,, values. The flash-induced kinetics of P700* or (F/
F)~ were measured as in Figure 2 at the optimal concentration of quinones
and plotted against E,; value. Quinones used were 1, 2,3-dichloro-1,4-
naphthoquinone; 2, 1-nitro-9,10-anthraquinone; 3, 1,4-naphthoquinone; 4, 2-
methyl-1,4-naphthoquinone (menadione); 5, 2,3-dimethyl-1,4-naphthoqui-
none; 6, menaquinone-4; 7, phylloquinone; 8, 1-chloro-9,10-anthraquinone; 9,
9,10-anthraquinone; 10, 2-methyl-9,10-anthraquinone; 11, 1-amino-9,10-an-
thraquinone; 12, 2-amino-9,10-anthraquinone; 13, 1,2-diamino-9,10-anthra-
quinone; and 14, 2,6-diamino-9,10-anthraquinone.
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idly (¢, = 100 ps), but almost no increase of the slow decay phase (Fig-
ure 2). The semiquinone’~/quinone couple of this quinone in the Q, site
is estimated to have an E , value too positive to reduce Fx and so the semi-
quinone’~ formed will reduce P700* directly with a fast rate, as observed.

Dependence of P700 kinetics on the redox property of quinones (as
shown in Figure 2) was further analyzed with 14 quinones (Figure 3). The
initial height of the flash-induced P700* was almost independent of the
redox property of quinones except at extremely negative potentials, as seen
in Figure 2. This independence indicates that, for RCs with reconstituted
quinones, the efficiency and rate of acceptance of an electron from A, is
sufficiently high to compete against the charge-recombination reaction be-
tween P700* and A, for most of quinones tested, except for those with the
extremely low redox potentials. On the other hand, decay kinetics of P700*
varied depending on quinone species. Figure 3A indicates the relative extent
of the slow-decay phase with respect to the initial extent of P700 * formation.
Because the slow phase represents the extent of P700* that is not rereduced
by the flash-reduced quinone, this extent represents the ability of the qui-
none to reduce Fy.

If the reaction rate between quinone and Fy is assumed to be fast enough
to allow equilibrium between them before reaction of Fx with F,/Fy or
P700*, this curve may be used to represent the redox titration of Fx by
using quinones of different redox potential. The curve indicates that the
quinone with an E;, value of =0.4 V in DMF gives the half maximal increase
of the slow phase. This increase suggests that quinones with this E,;, value
show almost the same E , value as Fx [E,, = —0.72 V (41)] in the PS I RC
protein. The points with different quinones are fitted with the theoretical
one-electron Nernstian curve. This correspondence suggests that E | values
of quinones in situ in PS I RC are shifted about 0.3 V to the negative side
from those in DMF. From this figure the E,, in situ value of phylloquinone
(closed circles in Figure 3) can be estimated to be 0.1 V more negative than
that of Fy (i.e., —0.82 V).

The amount of reduced F,/Fy was directly measured by monitoring
their flash-induced absorption change at an isosbestic wavelength of
P700*/P700 (405 nm). Difference spectra of F,/Fy observed in the PS I
RC reconstituted with low-potential quinones (not shown) were similar to
that observed in the phylloquinone-reconstituted PS I RC (16). The initial
amount of flash-induced (F,/F)~ depended on the E ), value of quinone
(Figure 3B). This dependence confirms the indirect estimation from the
reaction kinetics of P700 shown in Figure 3A. The plot is also well-fitted
with the theoretical curve with a —0.4-V E , value.

The linear relationship between the E, value at the Q, site of quinone
and its E,,, in DMF contrasts with the results in the Rb. sphaeroides Q,
site at which E,, in DMF of the reconstituted quinone was a poor indicator
of its in situ E , value (23, 42, 43). More work, however, seems to be required
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before this conclusion can be accepted because the present method of E
estimation at the Q, site is not highly accurate for the quinone, for which
the E, significantly differs from that of Fy.

Kinetics of P700* in PS I RC Containing Quinonoid Com-
pounds. The nonquinone compounds containing one carbonyl group, an-
throne, and fluoren-9-one or its derivatives introduced into PS I RC in place
of phylloquinone, also function as A;. They recover the P700* extent in the
microsecond-to-millisecond time range. The kinetics of P700* varied de-
pending on the E,,; value of the compound used, essentially in a similar
way as seen with quinones (not shown). These results indicate that fluoren-
ones or anthrone can also function as the electron acceptor A; in PS I RC,
as do the quinones, and that they show shifts of redox potential when in-
troduced into the RC protein to an extent similar to that observed with
quinones. This will be discussed elsewhere in more detail.

Binding Affinity of Quinones and Quinonoids. The extent of
P700* after the flash excitation depended on the concentration of added
quinone. The concentration dependence gives a measure of binding affinity
of the quinones to the Q, site. Dissociation constants (K,) of quinones were
calculated from the dependence of the extent of flash-induced P700* on the
concentration of quinones by fitting with a theoretical curve. Results are
summarized in Table I. Increasing the number of aromatic rings of the
quinone leads to a lower K value and hence to tighter binding (19). The

Table I. Dissociation Constant and Binding Free Energy Between Quinone—
Quinonoid and PS I Quinone Binding Q, Site

Compounds log [K,; in M] —AG (k] /mol)
Quinones*®
Duroquinone -5.2 —-28
1,4-Naphthoquinone -5.7 -31
2-Methyl-1,4-naphthoquinone -6.5 -35
2,3-Dimethyl-1,4-naphthoquinone -7.2 -39
Phylloquinone <-8 <-43
Menaquinone-4 <-8 <-43
9,10-Anthraquinone -7.7 —41
Quinonoids®
Fluoren-9-one -6.5 -35
Anthrone -6.3 —33
Inhibitors®
Atrazine >-2.0 >-10
4,7-Dimethyl-o-phenanthroline —4.8 -25
Antimycin A -5.7 =31
Myzxothiazole -5.2 —28

K, values were obtained from ref, 19,
bK; values were determined in this work.
K4 values were obtained from ref. 17.
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attachment of a hydrocarbon tail seems to result in tighter binding when
the K4 values of 1,4-naphthoquinone, 2-methyl-1,4-naphthoquinone (men-
adione), 2,3-dimethyl-1,4-naphthoquinone, menaquinone, and phylloqui-
none are compared. The more hydrophobic quinones bind to the reaction
center more tightly, as reported in the bacterial Q, site (42). However,
plastoquinone-9 and ubiquinone-10, which are known to function in PS II
and bacterial RCs (4, 23), respectively, were less effective, although they
have long hydrocarbon tails. They gave log K, values of higher than —4 (M.
Iwaki and S. Itoh, unpublished data). These quinones may not properly bind
to the Q, site. Reconstitution of one molecule of phylloquinone per PS I
RC fully recovers the extent of P700* (16). This recovery indicates that only
one of the two phylloquinone molecules contained in the intact PS I RC
functions as A ;. The role of the other phylloquinone molecule with weaker
binding affinity (13, 14) is not known yet.

From the difference in K, values we can estimate the contribution of
side groups to the binding energy. The difference of binding energy between
1,4-naphthoquinone and 9,10-anthraquinone suggests that the addition of
one aromatic ring increases the binding energy by about 10 kJ/mol. On the
other hand, about 4 kJ/mol of stabilization is estimated for the addition of
one methyl group to the naphthoquinone ring. These results are qualitatively
similar to those shown in the quinone binding to the Q, site of Rb. sphae-
roides (25, 26, 42) and indicate that the increase of hydrophobicity of the
quinone molecule increases the binding free energy (20).

Deletion of one carbonyl from anthraquinone is expected to increase its
hydrophobicity. However, K, values of the one-carbonyl three-aromatic ring
compounds, fluoren-9-one, and anthrone were 1.2-1.4 order higher than
that of anthraquinone. Thus, at least one of the carbonyl groups of anthra-
quinone contributes to the increase of affinity to the Q, site by 6-8 kJ/mol.
This affinity strongly suggests that the carbonyl group is hydrogen bonded
to the side chain of RC polypeptide, as shown in purple bacterial Q, site
(2, 3). Lower binding affinity of fluorenones were also reported in Rb. sphae-
roides RC (26).

Compounds known as the inhibitors of quinone reactions in PS II-purple
bacterial RC or in cytochrome b—c; complex also bind to the Q, site. Their
K4 values were determined by analyzing their competitive inhibition of the
quinone (menadione) reconstitution into PS I RC (17). 4,7-Dimethyl-o-phen-
anthroline, which strongly binds to the Q or Q, site of purple bacteria or
PS II, also binds to PS I RC. However, atrazine, which is known to be a
specific inhibitor binding to the Qy site (24), showed only a weak binding
(17). This variation indicates that the Q, site has a different structure from
that of the Q, or Qj site. Antimycin A and myxothiazole, which are known
to be inhibitors of the quinone reaction in the cytochrome b—c; complex
(46), showed a strong inhibitory effect and gave a low K, value. Although
the structure of the Q, site is not yet known, the binding affinities of these
compounds in Table I indicate the unique nature of the Q, site.
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Discussion

Electron-transfer reactions in purple bacterial RC containing artificial qui-
nones as Q, in place of the original ubiquinone have been extensively studied
(25-30, 42, 43). Various quinones were shown to be incorporated into the
RC, and the relationship between the energy level and the reaction rate has
been studied by measurements of reactions of quinones with different E
values (25, 42, 43). However, a homologous study has never been carried
out in green-plant RCs because of the difficulty in extraction and reconsti-
tution of quinones. The study presented here shows that this type of analysis
can also be done in green-plant PS I RC.

Redox Properties of Quinones and Their Ability To Function as
A,. We propose that the thermodynamic relationship between the quinone
and its reaction partners depends on the E,, values of the semiquinone’™/
quinone couple in situ in the Q, site with respect to those of A, and Fy
(Figure 4). The E,, value of A, may be similar to that of the chlorophyll a
couple, which is about —1.0 V (40). The E, of Fy is reported to be -0.72 V
(41). It is apparent that the E , values of the quinones in the Q, site parallel
the E,;, values in DMF.

The E , in situ of phylloquinone (A ,) has never been determined directly
because of its extremely negative E,, value and has been estimated to be
around —-0.9 V (i.e., intermediate between A, and Fy) (4, 6). The E , value
can be estimated to be —0.82 V from the results in the present study. This
E , value is about 0.3 V more negative than the E ,,, value measured in DMF.
Moreover, the E, value for phylloquinone is 0.7 V lower than that of men-
aquinone (which differs from phylloquinone only in the structure of the
hydrocarbon tail and gives similar E,,, in DMF) in the bacterial Q, site (23,
43, 45, 46) (Figure 4). Menaquinone functions as A, in the PS I Q, site in
almost the same way as phylloquinone does. These observations indicate
that the stability of the semiquinone’™ is significantly lower at the Q, site
than at the Q, site.

The estimated E, value of phylloquinone in situ (A;) allows us to cal-
culate the energy gaps between A, and A;, and between A, and Fy, to be
about 0.2 and 0.1 eV, respectively. The A A, energy gap is somewhat lower
than the corresponding energy gap between bacteriopheophytin and Q, in
Rb. sphaeroides RC, which is calculated to be more than 0.5 eV (Figure 1).
The reactions between A,, A;, and Fy are estimated to proceed even at
4 K (8). Preliminary results in the quinone- or fluoren-9-one-reconstituted
system indicate that the reaction between P700* and A, is temperature-
independent (S. Itoh and M. Iwaki, unpublished data). Attempts to obtain
the relationship between the energy gap and the reaction rate, as shown in
Rb. sphaeroides RC (25) or in synthesized organic compounds (47), are now
in progress for the reaction of reconstituted quinones in the Q, site of PS
I RC.
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Figure 4. Left: Energy diagram and estimated electron-transfer pathways in

PS I RC containing various quinones with different E , values of semiquinone =/

quinone couple in place of intrinsic phylloquinone (see text for details). Right:

Comparison of the semiquinone~/quinone E.. values of phylloquinone and
menaquinone in different environments.

Quinone Structure and Binding Affinity for the Q,, Site. Various
quinones and quinonoids bind to the PS I Q, site in place of native phyl-
loquinone and function as A;. The phytyl tail or naphthoquinone ring of
phylloquinone does not seem to be essential in order to function as A},
although these properties contribute to the tight binding of the phylloqui-
none to the Q, site with a significant contribution from hydrophobic inter-
actions, as reported for the bacterial Q, site (42). Our results suggest that
the addition of one methyl group can increase the binding energy by about
4 kJ/mol, and that one aromatic ring can increase the binding energy by
about 10 kJ/mol by increasing the hydrophobicity of quinone. This inter-
pretation agrees with the results in Rb. sphaeroides RC. On the other hand,
deletion of a carbonyl group from anthraquinone is estimated to decrease
the binding energy by more than 6-8 kJ/mol. The change of binding free
energy seems to be comparable to the energy of hydrogen bonding of water
(20 kJ/mol). This comparison indicates that at least one carbonyl group makes
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a hydrogen bond with a hydrogen atom of an amino acid side chain of the
RC polypeptide, as shown in Rps. viridis RC (2, 3), although the binding
site in PS I is not yet clear.

Our results indicate that the rate of electron transfer at the Q, site is
mainly dependent on the E , in situ of the semiquinone’~/quinone couple,
but not significantly dependent on the structure of quinone. This distinction
confirms the conclusion of the quinone-reconstitution studies at the Q, site
in the Rb. sphaeroides RC (25-30, 42, 43). The quinone reconstitution and
replacement studies have given information about the dynamic relationship
between the structure and function of the purple bacterial RC (25, 42, 43).
This kind of approach can now be adopted for the green-plant PS I RC
complex, whose tertiary structure still remains to be characterized. More
information is required to establish the precise location of the Q, site in PS
I RC. Studies in photosynthetic RC containing nonquinone compounds seem
to open a new field for the study of electron-transfer mechanisms.

List of Symbols

A, photosystem I primary electron acceptor chlorophyll a

A, photosystem I secondary electron acceptor phylloqui-
none

DMF dimethylformamide

E,, half wave reduction potential, polarographically meas-
ured

E, midpoint potential

Fy, F,, and F;  photosystem I electron acceptor iron—sulfur centers

K, dissociation constant

P700 photosystem I primary electron donor chlorophyll a

PS photosystem

Q. and Qy (sites) primary and secondary electron acceptor quinone (bind-
ing sites) in PS II or purple bacterial reaction center

Q, site photosystem I phylloquinone binding site
RC reaction center

tie decay half life
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Effects of Reaction Free Energy
in Biological Electron Transfer In Vitro
and In Vivo

George McLendon’, David Hickey!?, Albert Berghuis®, Fred Sherman?, and
Gary Brayer?

Department of Chemistry and ?Department of Biochemistry, University
of Rochester, Rochester, NY 14627 .

*Department of Biochemistry, University of British Columbia, Vancouver,
British Columbia V6T 1W5, Canada

Although much work detailed in this volume and elsewhere has fo-
cused on the determinants of protein electron-transfer rates in vivo,
far less is known about the control of electron transfer in vivo. To
this end, we here report results concerning the in vitro and in vivo
reactivity of cytochrome c and a single-site replacement, N52I. This
mutant, despite a significant (50 mV) change in redox potential, sur-
prisingly does not have a deleterious effect on growth in vivo. Thus,
a possible mechanism is proposed for regulation of growth of yeast
on lactate.

WORK ON BIOLOGICALLY RELEVANT ELECTRON TRANSFER over the last
decade has transformed our understanding of the fundamental chemical
aspects of this key biochemical reaction. Theoretical advances built on the
pioneering work of Marcus and others (I-3) have outlined the effects on rate
of donor-acceptor distance, reaction free energy, internal molecular motion
and solvent motion, and solvent relaxation dynamics.

Experimental tests of each of these predictions have been made through
in vitro experiments (4-8). For example, Gray and co-workers (4, 5) have
systematically varied the donor—acceptor distance in proteins by complexing
redox-active Ru adducts to specific histidines located on the surface of pro-
teins like cytochrome ¢, myoglobin, and azurin. By looking at several sites,
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they found exponential dependence of rate (k.) on distance (R), k. x
exp(-0.9 R), in accord with both theory and previous experiments on small-
molecule electron transfer.

In complementary work, other groups have examined electron transfer
in physiological protein—protein complexes (6-8). By substituting different
metal-containing porphyrins into the active sites of proteins like hemoglobin,
cytochrome ¢, and cytochrome c peroxidase, the reaction free energy could
be continuously varied. From Marcus theory, the electron-transfer rate con-
stant depends on reaction free energy and reorganization energy, k. «

exp(-AG*/kT)

(AG® — N2

AGH =
N

where AG* is activation free energy, k is the Boltzmann constant, T is
absolute temperature, AG® is reaction free energy, and \ is reorganization
energy. An example of this dependence for a biological protein—protein redox
couple, the cytochrome c—cytochrome ¢ peroxidase complex, is shown in
Figure 1. A fit to the Marcus equation gives an estimate of A = 1.4 eV,

10

sec’
L]
T

In k

-5}

1 1

o5 AG ey v

Figure 1. Dependence of the rate constant for oxidation on reaction free energy

(AG) for the system [Fe(IV)O] cytochrome c peroxidase—(M )cytochrome c

[where M is Fe', Zn", or (H*),]. The solid line is a fit to the Marcus equation,
with A = 1.4 ¢V.
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which is corroborated by a direct measurement of the activation free energy
in this system. Such studies suggested that in protein complexes electron
transfer is accompanied by significant reorganization of the protein structure.
In Marcus’ terms, the reorganization energy, A, is large; A ~ 0.8-1.5 V. The
limited data for such complexes also support a strong exponential depen-
dence of the electron-transfer rate on the distance between the electron-
donor group and the acceptor.

Although such studies have clarified the fundamental parameters that
are important in chemically and biochemically relevant electron-transfer
reactions, they do not directly test to what extent these physical parameters
affect the net metabolic electron-transfer flux (due to electron transport) in
vivo. We assume that because these parameters control rates under simple
in vitro laboratory conditions, they will exercise similar control in vivo. I
call this the first law of biophysics: “If we can observe something, it must
be important.” Clearly, basic physical and chemical principles operate
equally inside and outside living cells. It is less clear how sensitive the net
metabolic fluxes (which are the key to cellular growth) are to small changes
in the reaction free energy.

We have therefore chosen to examine directly how changes in biological
redox potential affect in vivo metabolism. Specifically, the reaction free
energy of the key metabolic electron-transfer steps involving cytochrome ¢
have been changed by changing the redox potential of cytochrome ¢ with
site-directed mutagenesis.

These inorganic-based redox reactions offer a unique opportunity to
explore free-energy effects on metabolism. For metabolic transformations of
organic substrates, the reaction free energy is determined by the different
bond energies of the reactant(s) and product(s), which in turn are set by the
covalent structure. Such transformations cannot be modified without chang-
ing the chemical identity of the reactant, a change that would require new
metabolic pathways. For redox proteins, however, the redox potentials that
set the metabolic free energy are controlled by subtle conformational effects
in the surrounding protein, so that the reaction free energy may be altered
without requiring the creation of any new metabolic pathways.

One final caveat is necessary. To make meaningful measurements of in
vivo activity, the strains compared must be genetically identical in all re-
spects. The exception would be the cytochrome c¢ gene itself, which should
be present as a single-copy gene integrated into the correct position on the
yeast chromosome. These requirements have not been met in several at-
tempted studies of in vivo function. Unfortunately, it is impossible to obtain
any quantitative estimation of in vivo function (the “differential specific ac-
tivity”) in these constructs with multicopy genes, like replicating plasmids.

Factors That Affect the Redox Potential of Cytochrome c

Although cytochrome c¢ serves as a paradigm for many structure—function
relationships in proteins (9), the factors controlling the basic redox properties
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of cytochrome ¢ remain elusive (10, 11). Factors that have been suggested
as important include heme “exposure” (i.e., local dielectric environment)
(12-14), axial ligation (15), surface-charge distribution (16), and redox state-
specific hydrogen-bonding patterns (17, 18) specifically involving the H-bond
network between a heme propionate, Asn 57, Arg 38, and an interstitial
H,0 molecule. These factors are carefully controlled; in all species, ranging
from yeast to plants to humans, the redox potential of cytochrome c is
essentially invariant at E° = 265(+10) mV.

With the advent of protein-engineering techniques (12-14, 17-21), it
has become possible to investigate the roles played by individual amino acids
in controlling the redox potential and redox activity of this protein.

Results and Discussion

Charge Mutants. Structural Studies. We first consider the effects
of single-charged residues. In early work, Rees (22) suggested that the cou-
lombic potential between a surface-charged residue and the heme could
modulate the redox potential and provided some data on chemically modified
proteins in support of this suggestion. This analysis was questioned by Moore
and co-workers (10, 11), who pointed out several possible pitfalls in the
analysis but did not directly address the data of Rees (22). We have isolated
and extensively characterized (19-21) single-site replacements in yeast iso-
l-cytochrome c for several of the evolutionarily invariant lysines that surround
the heme and are thought to be functionally significant. The derivatives
investigated here include Lys 32 — Leu, Ile, Arg 18 — Ile, and Lys 77 —
Arg, Asp. Each of these replacements support aerobic respiration in vivo
and have been extensively characterized in vitro.

The reactivities of these derivatives with various physiological partners
of cytochrome ¢ have been reported previously: The Michaelis parameters,
K, (related to binding), and the maximum rate, K, vary less than twofold
for all these derivatives relative to wild type. Structural characterizations in
solution have been carried out by UV-visible spectroscopy, circular dichro-
ism, and NMR spectroscopy. No significant changes in structure can be
observed by any of these techniques. Within experimental error, absorption
wavelengths and relative extinction coefficients (e.g., Soret, 695) for each of
these derivatives are the same as wild type in both the visible spectra and
the circular dichroic (CD) spectrum. The positions of the very structure-
sensitive hyperfine shifted heme resonances are also unperturbed between
wild type and these charge mutants.

Redox Potential. The potentials of these and other mutants have been
determined by potentiometric titration with [Co(II)(terpyridine),]Cl,", op-
tically transparent thin-layer electrochemistry, and direct electrochemistry
on partially oxidized graphite electrodes. The redox potentials so obtained
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for single (Lys — neutral) or double (Lys — Asp) charge changes at individual
residues are listed in Table I. Only very small changes in potential, which
can lead to either a decrease or an increase in E°, are observed. These results
support the analysis by Moore and co-workers (10, 11) of charge effects.
Indirectly, the data imply that any charge effects are screened by a high
effective dielectric medium between the lysine Ne and heme iron.

Table L. Cyclic Voltammetric Results of the Cyt ¢ Mutants at Modified Gold and
Edge-Plane Graphite Electrodes

Cyt ¢ Mutant i, (RA) AE, (£5mV ) E,, (£5mV)
Cys 102 Thr 0.22° 70 +41
(70 pM) 0.53¢ 80 +39
Asn 52 Ile-Cys 102 Thr 0.36° 67 -10
(99 pM) 0.73¢ 68 -10
Asn 52 Ala—Cys 102 Thr 0.31° 70 +18
(80 uM) 0.47¢ 152 +12
Lys 72 Asp 0.44¢ 66 +31
(143 pM) e — —
Lys 27 Gln 0.31° 74 +33
(110 pM) —de — —
Arg 13 Ile 0.49° 68 +62
(181 pM) —de — —

NoTE: Results for cyt ¢ are in 100 mM KCI/10 mM HEPES, pH 7.4; at modified gold,
0.125 cm? and edge-plane graphite (EPG) electrodes, 0.148 cm?.

“Anodic peak current measured at 20 mV s,

Peak separation measured at 100 mV s!,

cAssociated with modified gold electrodes.

4Associated with EPG electrodes.

‘Deterioration of the voltammograms prevented precise measurements.

H-Bonding Mutants: Asn 57 — Ile, Ala. The second class of mu-
tants examined are involved in a complex hydrogen-bond network that in-
cludes the heme propionate and an intrinsic water molecule (Figure 2).

Several residues participate in this network, including Arg 38, Asn 52,
Tyr 67, and Thr 78. Recently, Cutler et al. (17) reported that mutation of
Arg 38 can result in significant shifts in E° (up to 50 mV) in the direction
predicted by an electrostatic model developed by Cutler et al. (17). Sub-
sequently, Luntz et al. (23) demonstrated that the replacement of Tyr 67 by
Phe leads to a 40-mV decrease in E°. We have found that replacements at
position 52 lead to similar changes.

Structural Studies. Solution structural characterization of the Asn
52 — (Ile, Ala) mutants shows that there are no significant changes (<2%)
in the visible or CD spectra between the wild-type protein and the mutants
(19-21). This finding is strongly underscored by the recent solution of the
structure of the Asn 57 — Ile mutant using X-ray diffraction techniques,
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Figure 2. Hydrogen-bond network in left, native (N 52) and right, the low-
potential mutant (I 52).

which show that there are no significant changes in the main-chain positions
between the mutant and wild-type proteins (24). However, one important
change that has occurred is the displacement of an internal H,O by the
substituted Ile side chain. Water displacement has also led to significant
alterations of the hydrogen-bonding pattern in this region (Figure 2). Clearly
the heme (electronic) environment is altered by the Asn 57 — Ile, Ala
replacements, as indicated by these structural analyses and significant shifts
in the positions of the heme hyperfine shifted resonances, which are ex-
ceedingly sensitive to small perturbations in the electron-density distribution
of the heme.

Redox Potentials. The Asn — Ile replacement leads to a significant 50-
mV shift in E°, from 270 to 220(+5) mV. A similar shift was reported by
Luntz et al. (23) for the replacement of Tyr 67 — Phe. They used this shift
to predict that loss of any of the critical H-bonding triad (Tyr 67, Asn 52,
or Thr 78) could lead to loss of the internal water molecule, with consequent
effects on protein stability (which increases when the internal H,O is re-
placed) and redox potential (which decreases). The results from the Ile 52
mutant, in which the internal water is known to be absent, support this
prediction. However, key structural studies by Hickey et al. (24) of the Tyr
67 — Phe mutant do not show water displacement; in fact, an extra water
is added to the cavity to replace the lost Tyr OH. A similar shift is found
for the Ala 57 mutant, for which E° = 230(=10) mV. Thus, regardless of
the steric bulk of the replacement, a similar redox potential is observed.
This similarity suggests that the internal water is indeed a key determinant
of cytochrome ¢ redox potentials.
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In Vivo Effects of Redox Potential on Growth. With the combined
structural and redox data in hand, the Ile 52 mutants were chosen as the
best candidates for testing the effect of redox potential on redox metabolic
flux (and, thereby, cell viability and growth). Given the evolutionary invar-
iance of redox potential over all eukaryotes, it is logical to anticipate that a
40-mV decrease in cytochrome c potential might adversely affect electron-
transport rate, although the magnitude of such an effect is difficult to antic-
ipate. For any effect to be observed, metabolic conditions are required for
which cytochrome c is involved in one or more steps that are rate-deter-
mining in overall metabolism. Such conditions are unusual. However, de-
tailed experiments on the genetic regulation of cytochrome ¢ have shown
that when yeast is grown on a synthetic medium that contains lactate as the
sole nonfermentable carbon source, then net metabolism and growth directly
depend on cytochrome ¢ (25). By controlling the gene sequence upstream
of cytochrome c, it is possible to regulate the transcription of the cytochrome
c gene and thereby to regulate the amount of cytochrome ¢ produced in
vivo. The amount of cytochrome ¢ produced can be quantitatively assayed
in intact yeast cells by microspectrophotometric measurements of the 500-
nm absorbance due to reduced cytochrome ¢. Experiments have shown that
when the total cellular level of cytochrome c is modified by transcriptional
control, the growth on lactate is coregulated in a monotonic fashion. Figure
3 shows such results. These results suggest that, under specific metabolic
conditions, cytochrome c is involved in a metabolic step that is partially rate-
determining for overall growth. With these key controls in hand, it remained
only to compare the growth on lactate of essentially identical yeast strains,
which differ only in the sequence of cytochrome c:wild type (N 52) and
mutant (I 52).

The initial results are quite surprising (Figure 4). The evolutionary in-
variance of the cytochrome ¢ redox potential has been used to argue that
the value of 270 mV critically regulates cellular electron transport. The 50-
mV shift of the Ile 52 mutant should lead to a significant change in the
effective population of (oxidized/reduced) cytochrome ¢ and thus might di-
minish the growth rate. This change is not observed. The strain that contains
the I 52 mutant does not grow poorly; it actually appears to grow at a rate
that equals or slightly exceeds that of the wild-type strain!

Apparently, the standard redox potentials determined in vitro by con-
ventional electrochemical methods do not control the rates of electron flow
in vivo under metabolic conditions in which cytochrome c is involved in a
rate-determining metabolic step. Furthermore, extensive experiments by
Vanderkooi (26), Magner (27), Chance and Williams (28), and others strongly
indicate that this surprising result is not due to a simple modulation of the
cytochrome redox potential under cellular conditions. Indeed, in a classic
paper, Chance and Williams (28) showed that the in vitro potential of cy-
tochrome c¢ closely agrees with the potential measured for cytochrome c in
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Figure 3. Growth curves on lactate minimal media measured by Klett tech-

niques for Saccharomyces yeast containing different intracellular cytochrome

c concentrations (controlled genetically). The monotonic dependence of growth

on cytochrome c suggests “autogenous regulation”. In chemical terms,

cytochrome c is involved in one of the rate-determining steps in overall
metabolism.

intact mitochondria. We are also rather certain that this result is not unique
to the Ile 52 variant, on the basis of limited qualitative observations in our
laboratory and others for other cytochrome ¢ mutants of altered redox po-
tentials (e.g., Ala 52, Phe 67, and Ala 38).

Discussion

Is there any simple chemical explanation for the counterintuitive result that
changing the evolutionarily invariant redox potential of cytochrome ¢ by a
single-site mutation does not diminish its in vivo activity? We suggest two
possible explanations that depend on simple chemical kinetics arguments.
The first (and the most obvious) is that, under these specific and unusual
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Figure 4. Growth rates for wild type (E° = 270 mV) and the Ile 52 mutant
(E° = 220 mV). The mutant reproducibly grows better than the wild type
under these conditions.

metabolic conditions, the effective redox potential of the electron-transport
system is controlled “upstream” of cytochrome ¢, so that, for example, cy-
tochrome ¢, is >99% reduced under steady-state metabolic conditions. If
so, the redox potential of cytochrome ¢ will be less important in determining
the net flux of the electrons. The flux would still be sensitive to the total
amount of cytochrome c, as observed. A second, more specific explanation
is possible. For yeast to grow on lactate, lactate must be oxidized to pyruvate
by using the yeast lactate dehydrogenase (cytochrome b,). This enzyme uses
cytochrome c as a specific “cofactor” for oxidation:

2Fe** + cyt ¢ cyt bygeq) —> Cyt byoy + 2Fe cyt ¢
cyt byoy + lactate = cyt byyeq) + pyruvate

where red is reduced and ox is oxidized. In earlier work (29), we studied
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Figure 5. Dependence on AG of the S 4
rate constant for the reaction of =
(M)cytochrome ¢ [M is Fe™, Zn", or 2]
(H*),] with cytochrome b, (lactate de- =L 4
hydrogenase). The top line shows the de- 2
pendence predicted by Marcus theory for 3 -
N = 1 eV (as in Figure 1). The essential
free energy independence of rate sug-

gests conformational gating. The rate-de- 0 0‘5 1‘
termining step is not electron transfer, g
but a prior conformational change. -4G (&)

the dependence of the electron-transfer rate on redox potential within the
cytochrome c—cytochrome b, complex (Figure 5). On the basis of Marcus
theory and results for the analogous cytochrome c—cytochrome b; complex,
we expected to see a strong dependence of rate on AG®. Instead, we found
that the electron-transfer rate was independent of reaction free energy. The
simplest explanation for this initially surprising result is that the electron-
transfer step, per se, is not the rate-determining step of the reaction. Instead,
a slow conformational change in the protein complex precedes the fast elec-
tron-transfer step. Such conformationally controlled reaction rates, dubbed
“conformational gating” by Hoffman and Ratner (30), have been extensively
discussed theoretically. Consider the possibility that the cytochrome
c—cytochrome b, reaction is partially rate-determining for growth in lactate.
Then the growth rate can depend only on the total cytochrome ¢ concen-
tration. Equally clearly, on the basis of in vitro studies, a change in the
redox potential of cytochrome ¢ will not diminish the rate of this key step
because the rate is controlled not by an electron-transfer barrier associated
with E° but by a conformational barrier.

At present these suggestions must be considered rather speculative.
However, they do suggest further experiments. For example, either of these
explanations predict that other metabolic pathways (e.g., growth on glucose)
should result in different growth-limiting steps, corresponding to different
metabolic pathways with correspondingly different steady-state redox levels.
These common metabolic states presumably favor the (higher) cytochrome
¢ potential found in the wild-type protein. This prediction is being tested.
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Long-Range Electron Transfer
in Heme Proteins

Porphyrin—Ruthenium Electronic Couplings
in Three Ru(His)Cytochromes ¢

Michael J. Therien’, Bruce E. Bowler!, Mary A. Selman’, Harry B. Gray’,
I-Jy Chang?, and Jay R. Winkler?

Arthur Amos Noyes Laboratory of Chemical Physics, California Institute
of Technology, Pasadena, CA 91125
*Chemistry Department, Brookhaven National Laboratory, Upton, NY 11973

The kinetics of long-range electron transfer (ET) have been measured
in Ru(NH;),L(His 39) derivatives (L is NH, pyridine, or isonicotin-
amide) of Zn-substituted Candida krusei cytochrome ¢ and
Ru(NH 3),L(His 62) derivatives (L is NH; or pyridine) of Zn-substi-
tuted Saccharomyces cerevisiae cytochrome c. The rates of both ex-
cited-state electron transfer and thermal recombination are
approximately 3 times greater in Ru(His 39)cytochrome ¢ (Zn) than
the rates of the corresponding reactions in Ru(His 33)cytochrome ¢
(Zn), but analogous ET reactions in Ru(His 62)cytochrome c (Zn) are
roughly 2 orders of magnitude slower than in the His 33-modified
protein. Analysis of driving-force dependences establishes that the
large variations in the ET rates are due to differences in do-
nor—acceptor electronic couplings. Examination of potential ET path-
ways indicates that hydrogen bonds could be responsible for the
enhanced electronic couplings in the Ru(His 39) and Ru(His 33) pro-
teins.

ELECTRON TRANSFER (ET) CAN TAKE PLACE at appreciable rates over long
distances (>10 A) in organic and inorganic molecules (I-6) and in proteins
(6-15). In nonprotein systems, the evidence suggests that ET rates depend
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upon the number of covalent bonds separating the donor and the acceptor,
rather than upon their direct separation distance (I, 2). There are many
potential ET pathways in proteins (16-19); the through-peptide routes gen-
erally involve so many bonds that they cannot possibly account for the
observed rates (20, 21). Pathways that include ionic contacts (e.g., hydrogen
bonds) or small through-space jumps often can be found, and it has been
postulated that such shortcuts greatly enhance the donor—acceptor electronic
coupling (16, 22). Our work on ruthenium-modified cytochromes c is focused
in part on understanding how variations in electron-tunneling pathways affect
long-range donor-acceptor electronic couplings (17, 21, 23-25). Here we
examine three modified proteins: horse heart Ru(His 33)cytochrome ¢ (Zn)
(21), Candida krusei Ru(His 39)cytochrome ¢ (Zn) (23), and Saccharomyces
cerevisiae Ru(His 62)cytochrome ¢ (Zn) (24).

Ruthenium [Ru(NH,),L(His 33; His 39) with L. as NH;, pyridine, or
isonicotinamide, and Ru(NH,),L.(His 62) with L as NH or pyridine] deriv-
atives of Zn-substituted cyt ¢ [Ru(His X)Zn cyt c] were prepared by standard
procedures (9, 23-26). Intramolecular ET can be initiated in these protein
derivatives by photoexcitation of the Zn—porphyrin (ZnP) to its strongly
reducing triplet excited state (21). In addition to its intrinsic radiative and
nonradiative decay pathways, this triplet can decay by ET to a histidine-
bound Ru(IIl)-ammine complex (ET*). The metastable product of the ET*
reaction, Ru(II)-ZnP *, relaxes via a thermal ET process (ET") to reform the
ground-state complex, Ru(III)-ZnP.

Kinetics of Electron-Transfer Reactions

The kinetics of the ET reactions of the Ru(His 33)Zn cyt ¢ (21), Ru(His 39)Zn
cyt ¢ (23), and Ru(His 62)Zn cyt ¢ (24) derivatives have been measured by
laser flash photolysis (9). ET rates and activation parameters are set out in
Table 1. Although the ET rates in Ru(His 39)Zn cyt ¢ and Ru(His 33)Zn cyt
¢ are not very different, it is striking that ET in Ru(His 62)Zn cyt ¢ is roughly
2 orders of magnitude slower than in the His 33-modified protein.

Semiclassical theories describe ET rates as the product of three factors:
nuclear frequency, electronic coupling, and nuclear reorientation. A nona-
diabatic expression (eq 1) is appropriate for long-range ET in derivatized
proteins (27).

(1)

_ om(H) —(AG® + )
T T h@makT)2 P ANKT

The parameter H,, in eq 1 is the electronic coupling matrix element for the
ET reaction, # is Planck’s constant, AG® is the reaction free energy, k is the
Boltzmann constant, T is absolute temperature, and \ is the nuclear reor-
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Table I. Rate Constants and Activation Parameters
Reaction —AG® (eV) kg (s!).  AH* (kcal mol~!) AS* (eu)

Ru(His 33)Zn cyt c¢*

Rua,(isn)(His)** — ZnP* 0.66 2.0 x 10° <0.5 -35
ZnP* — Ruay(HisP** 0.70 7.7 x 10° 1.7 -97
Rua,(py)(His)** — ZnP* 0.74 3.5 x 10° <0.5 -34
ZnP* > Rua,(py)(His)** 0.97 3.3 x 10° 2.2 —22
Ruay(His)** — ZnP* 1.01 1.6 X 10° — —

ZnP* — Rua,(isn)(His)** 1.05 2.9 x 10° <0.5 -30

Ru(His 39)Zn cyt c¢*

Rua,(isn)(His)** — ZnP* 0.66 6.5 x 10° -1.7 -39
ZnP* — Ruas(His)** 0.70 1.5 x 10° 1.3 -27
Rua,(py)(His)* — ZnP* 0.74 1.5 x 10° -1.8 -37
ZnP* — Rua,(py)(His)** 0.97 8.9 x 10° 0.2 -27
Ruay(His)** — ZnP* 1.01 5.7 X 10° -0.2 -29
ZnP* — Rua,(isn)(His)** 1.05 1.0 x 107 0.2 —27

Ru(His 62)Zn cyt c°

ZnP* — Ruas(His)** 0.70 6.5 x 10° 1.4 -37
Rua,(py)(His)?** — ZnP* 0.74 8.1 X 10° — —
ZnP* — Rua,(py)(His)** 0.97 3.6 x 10 — —
Ruas(His)** — ZnP* 1.01 2.0 x 10* 0.7 -37

NOTE: a is NH;, py is pyridine, isn is isonicotinamide, A H* is the activation enthalpy, and AS*
is the activation entropy.

“Data are from ref. 21.

bData are from ref. 23,

‘Data are from ref. 24.

ganization energy, which comprises inner-sphere (\;,) and outer-sphere (X )
contributions. Plots of the Ru(His 33)Zn cyt ¢, Ru(His 39)Zn cyt ¢, and
Ru(His 62)Zn cyt ¢ data, along with the corresponding fits to eq 1, are shown
in Figure 1. Although the reorganization energy is nearly the same for the
ET reactions in the three proteins (~1.2 eV), the H , value for Ru(His 39)Zn
cyt ¢ (0.21 em™) (23) is almost twice as large as that for Ru(His 33)Zn cyt ¢
(0.12 ecm™) (21) and over 20 times larger than the H, for Ru(His 62)Zn cyt
¢ (0.01 cm™) (24).

Both the electronic coupling matrix element and the outer-sphere com-
ponent of the nuclear reorganization energy are thought to vary with do-
nor—acceptor separation and orientation (27, 28). Studies of Os— and
Ru-ammines bridged by polyproline spacers show that the distance depen-
dence of \ can even be greater than that of H,, (4). Dielectric continuum
models of solvent reorganization predict that A, will increase with do-
nor-acceptor separation (rp,). Models that describe charge transfer within
low-dielectric spheres or ellipsoids embedded in dielectric continua exhibit
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Figure 1. Plots of In ker vs. —AG? for the Ru(His X)cytochrome c ET reactions

(Table I). Boxes (His 39), circles (His 33), and triangles (His 62) represent the

experimental data (ET* and ET?). Solid lines are the best fits to eq 1: A =

1.21, H,, = 0.2 (His 39); A = 1.20, H,, = 0.12 (His 33); A\ = 1.20 eV,
H,, = 0.01 cm™ (His 62).

a dependence upon ry, as well as upon the positions of the redox sites inside
the sphere or ellipsoid (29). Modeling the Ru-Zn—cyt ¢ systems as single
spheres suggests, however, that variations in A\, for the Ru(His 33)Zn cyt
¢, Ru(His 39)Zn cyt ¢, and Ru(His 62)Zn cyt ¢ ET reactions will not be
significant (0.57, 0.60, and 0.63 eV, respectively).

In the calculations of A, the cyt ¢ molecule was represented as a 34-
A sphere enclosing 90-95% of the nonhydrogen atoms in the protein. The
Ru-ammine group was taken as a 6-A sphere. These two interpenetrating
spheres were enclosed by a third sphere of radius 17.1 A for Ru(His 33)Zn
cyt ¢, 18.0 A for Ru(His 39)Zn cyt ¢, and 17.9 A for Ru(His 62)Zn cyt c. The
Zn and Ru redox centers were placed 5.8 and 14.1 A from the center of the
sphere, respectively, and separated from one another by 17.6 A in Ru(His
33)Zn cyt c. The corresponding distances were 6.2, 15.0, and 19.9 A for the
Ru(His 39)Zn cyt ¢ model, and 7.0, 14.9, and 21.8 A for the Ru(His 62)Zn
cyt ¢ model. The dielectric constant of the sphere was taken as 1.8; the
solvent was assigned a static dielectric constant of 78.54 and an optical
dielectric constant of 1.78.

Models of Electron Transfer

In an extension of these calculations, we examined the maximum variation
in Ao, predicted by the single-sphere continuum model (34-A-radius sphere
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for cyt ¢, with its metal center 5.8 A from the origin). The Ru-ammine
complex was taken as a 6-A sphere centered on the Ru atom that was assumed
to be fixed 16 A from the center of the cyt ¢ sphere. The small sphere can
occupy any position on the large sphere, with values of rp, varying from
10.2 to 21.8 A. A third sphere then encloses the two other spheres, and \ 5,
for electron transfer between the two metals was calculated by treating the
solvent as a dielectric continuum. The value of A\, varies from 0.38 to
0.63 eV almost linearly as rp, increases from 10.2 to 21.8 A. The total
variation of 0.25 €V is only slightly larger than the uncertainty range in our
estimates of A (0.1 eV). The invariance of A found among the different ET
reactions is, therefore, consistent with theoretical considerations.

The differences in ET rates among the Ru(His 33), Ru(His 39), and
Ru(His 62) derivatives arise from variations in donor-acceptor electronic
coupling. The shortest direct distances between the porphyrin and imidazole
carbon atoms of His 33 (13.2 A), His 39 (13.0 A), and His 62 (15.5 A) are
much too long for any direct donor—acceptor interaction (16, 30). Because
virtually the same donor and acceptor electronic states are found in the three
proteins, the differences in H,, must arise from the manner in which the
intervening atoms couple the two states. If a homogeneous medium of con-
stant tunneling-barrier height separated the donor and the acceptor in the
three systems, then H,, would depend primarily on rp,. It would be nearly
the same for Ru(His 33)Zn cyt ¢ and Ru(His 39)Zn cyt ¢ and decrease only
slightly for Ru(His 62)Zn cyt ¢ relative to Ru(His 39)Zn cyt c. This prediction
clearly is not in accord with experiment, so it is logical to conclude that the
inhomogeneous nature of the polypeptide medium separating the
Ru-ammine and metalloporphyrin sites is responsible for the differential
electronic coupling in these ruthenium-modified Zn cyt ¢ derivatives.

Bridge-Mediated Electron Transfer

Bridge-mediated ET involves a superexchange mechanism in which elec-
tronic states of the intervening medium mix with localized donor states to
produce a nonzero H,, (31, 32). Beratan and co-workers (16, 33) developed
a simple model to describe the contribution of the polypeptide bridge to
the electronic coupling in long-range ET in protein systems. The essence
of the model is that H,, decreases from its maximal value (at van der Waals
contact of donor and acceptor) by a constant factor for each covalent bond
in the ET pathway. Ionic contacts (H bonds and salt bridges) and through-
space jumps decrease H, by somewhat larger factors. For Ru(His X)cyt c,
every potential tunneling pathway is taken to originate at a carbon atom of
the relevant histidine and defined to terminate at the first point of contact
with the porphyrin. The optimum pathway is that with the combination of
through-bond, ionic, and through-space contacts that yields the smallest
diminution of H .
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Ser 40

His 39

His 33

Figure 2. Possible ET pathways from His 33 and His 39 to the heme in cyto-
chrome c (33). Edge-edge distances are as follows: His 39 to the heme,
13.0 A; His 33 to His 18, 11.7 A; His 33 to the heme, 13.2 A. Calculations of
distances were made by using Biograf/I1I version 1.34 (Biodesign, Inc.). The
structures of Candida krusei and horse heart cytochromes were generated
from the structure of the tuna protein by standard methods (23). In both
Candida krusei and horse heart proteins, an imidazole carbon on His 33 is
11.7 A from an imidazole carbon of His 18, an axial ligand of the metallo-
porphyrin. This value has been used as the edge-to-edge distance in previous
studies (9, 21). His 18 is not likely to be as strongly coupled to the porphyrin-
localized donor and acceptor states as are carbon atoms of the porphyrin ring.
Hence, in comparing donor—acceptor coupling in Ru(His 33)Zn cyt c and
Ru(His 39)Zn cyt c, distances to porphyrin carbon atoms have been used.

The ET pathways in Ru(His 33)Zn cyt ¢ and Ru(His 39)Zn cyt ¢ generated
(33) by applying the Beratan—Onuchic criteria (16) are shown in Figure 2.
The best pathway from His 33 to the metalloporphyrin is a 15-bond route
to the Zn atom through His 18 that includes a 1.85-A hydrogen bond between
the Pro 30 carboxyl oxygen and the proton on the His 18 nitrogen. The
shortest pathway from His 39 is a 12-bond route that includes a 2.4-A H
bond between the a-amino hydrogen atom of Gly 41 and the carboxyl oxygen
of a propionate side chain on the porphyrin. The key difference between
these two pathways is that the His 39 pathway is built from 11 covalent
bonds and 1 H bond; the His 33 pathway includes 14 covalent bonds and
1 H bond (30). Hence, the experimental observation that the electronic
coupling is stronger in the His 39 derivative than in the His 33-modified
protein (even though the edge—edge distances in the two modified proteins
are roughly the same) is consistent with the Beratan—Onuchic pathway anal-
ysis.
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Figure 3. Possible ET pathways from His 62 to the heme in cytochrome c (30).
The His 62—heme edge—edge distance is 15.5 A (see Figure 2 legend).

Tunneling Pathways

The analysis suggests that there are two comparable tunneling pathways for
Ru(His 62)Zn cyt ¢ (Figure 3). One is a 17-bond route with 14 covalent bonds
and 3 H bonds (the third of which connects the Trp 59 nitrogen atom to the
carbonyl oxygen of the heme propionate side chain); the other is a 13-bond
route with 12 covalent bonds and a through-space interaction between the
sulfur atom of Met 64 and the heme edge (30). The sharply lower electronic
coupling in the His 62 protein relative to both the His 33 and His 39 systems
indicates that neither the 17-bond nor the 13-bond pathway is very good.
The 13-bond pathway is the most direct route, a finding that suggests that
the Met 64-heme through-space interaction is a poor shortcut. An amino
acid with an aromatic group or a sulfur atom in the pathway does not nec-
essarily enhance the donor—acceptor electronic coupling. Although the decay
of a tunneling electron wave function might be slow across an aromatic group,
mixing of the wave function onto and off of this group may in fact be quite
unfavorable (30).

Experiments with systematic variations in tunneling pathways and tun-
neling medium energetics should further clarify the possible roles that
through-space interactions and hydrogen bonds play in biological ET reac-
tions.
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Long-Range Electron Transfer
Within Mixed-Metal Hemoglobin
Hybrids

Michael J. Natan, Wade W. Baxter, Debasish Kuila, David J. Gingrich,
Gregory S. Martin, and Brian M. Hoffman

Department of Chemistry, Northwestern University, Evanston, IL 60208-3113

Studies of long-range electron transfer (ET) within mixed-metal
hemoglobin (Hb) hybrids [MP, Fe**(L)P, where M is Mg or Zn; P is
protoporphyrin IX; and L is H;0, imidazole, N;~, F-, or CN-] are
discussed. Because the structure of Hb is crystallographically known,
ET occurs between redox centers held at known distance and ori-
entation. The ET energetics are easily manipulated through variation
of M and L. In these systems, cyclic ET is initiated through photo-
production of the strong reductant (MP). ET quenching yields the
charge-separated intermediate, [(MP)*, Fe**(L)P], which returns to
the ground state by thermal ET. Direct spectroscopic observation of
[(MP)*, Fe**(L)P] confirms the cyclic ET scheme. Comparison of
rate constants for photoinitiated and thermally activated ET within
various [MP, Fe**(L)P] hybrids indicates that ET is direct and not
“gated” by either protein conformational changes or ligand loss.

ELECTRON-TRANSFER REACTIONS ARE CENTRAL to biology and chemistry
(I, 2), but only recently have techniques been developed to study long-
range interprotein electron transfer (ET) (3, 4) without the complication of
second-order processes through use of modified proteins that hold an elec-
tron donor—acceptor redox pair at fixed distance. In one approach, several
groups have developed techniques for studying ET within proteins modified
by covalent attachment of redox-active inorganic complexes to surface amino
acid residues (5-11). For example, [(L)sRu]?>*, when bound to a histidine
residue on the outside of proteins such as cytochrome ¢ or myoglobin, can
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exchange an electron with a metal-containing redox center located on the
inside of the protein.

In parallel with McLendon (3), we focused on studies of long-range ET
within protein—protein complexes, such as the physiologically important
complex of cytochrome ¢ peroxidase with cytochrome ¢ (12—-14) or the [}, 8]
complex of the hemoglobin tetramer (15-17). Our approach involves re-
placing the heme (FeP) of one protein partner with a closed-shell porphyrin
MP (M is Zn or Mg; P is protoporphyrin IX) and studying ET between the
MP and FeP groups (12-17). Reversible ET within such metal-substituted
ET complexes (Scheme I) is initiated by laser flash photoproduction of the

A*
BmP),Fe®+(L)P]

hv| [ky + k [(MP)*.Fe?*(L)P]

A

[MP,Fe**(L)P] [MP,Fe?*(L)P]
A C

Scheme I.

slowly decaying }(MP) triplet state (A¥). The 3(MP) is a good reductant and
can reduce the ferriheme partner (Fe®**P) by long-range ET with a pho-
toinitiated ET rate constant k, (eq 1).

3(MP) + Fe**P —> (MP)* + Fe*P )

The resulting charge-separated intermediate, [(MP)*, Fe?*P] (I), re-
turns to the ground state by thermal ET from Fe®*P to the cation radical
(MP)* (eq 2) with rate constant k,.

(MP)* + Fe**P —>> MP + Fe’*P @)

In our studies we used transient absorption and emission techniques to
monitor A* and I, thereby allowing us to measure both k, and k,. The key
benefit to studying long-range ET processes within hemoglobin hybrids (Hb)
is that, under the conditions of our experiments, the hemoglobin tetramers
in solution adopt deoxy-Hb (T-state) geometry with a crystallographically
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known structure. Thus, electron transfer occurs between redox centers held
at known distance and orientation.

Preparation, Structure, and Characterization of Mixed-Metal
Hemoglobin Hybrids

Preparation of mixed-metal hemoglobin hybrids is achieved by separation
of [2a,2B8] hemoglobin into its constituent a and B chains, followed by
demetalation of one of the chains, metalation with MP, and chain recom-
bination, to yield the tetrameric [2a(MP), 2B(Fe®*P)] or [2a(Fe®* P),2B(MP)]
species (18). Thus, MP — FeP ET might in principle occur between a ,—,
or a;—B, subunits. However, the distance between a; and B, hemes is more
than 10 A greater than that between o ; and B,. This extra distance is expected
and indeed is found to reduce ET rates by several orders of magnitude.
Hence, for all practical purposes we may treat the [2a,2B] tetramer in terms
of two independent [a,8,] ET complexes.

If the geometry of mixed-metal hemoglobin hybrids is fixed in the known
structure of T-state (deoxy) Hb, metal replacement should not perturb that
structure. The first structural issue that must be considered is local: Does
substitution of Zn or Mg cause significant perturbations? The structure of
MgHb, in which all four prosthetic groups are MgP, has recently been
crystallographically determined at 2.2-A resolution (19). With the atomic
model of deoxy Hb as the starting point in a least-squares refinement, only
trivially small structural differences were noted. Therefore, replacement of
Fe?* with Mg®* in hemoglobin does not significantly alter the structure.

The second structural issue is global: Is the quaternary structure of a
mixed-metal hybrid significantly different from that of T-state Hb? Again
the answer is no, as indicated by an X-ray structure of the [a(FeCO),3(Mn)]
hybrid (20). Thus, the distances and geometric relationships of the heme
groups involved in ET within the [a,,B,] ET complex are preserved in the
metal-substituted species. With this corroborative structural data, it is pos-
sible to discuss structure of the [a,B,] complex with high precision.

As an example we considered the [Fe,M] hybrids, where M is Mg or
Zn. In the [a,,B,] ET complex (Figure 1), the B,(MP) and al(F?P) are
roughly parallel, with distances of 25 A between metals and about 17 A edge-
to-edge (21). This structurally defined but chemically manipulable system
offers many avenues for study. Recently we focused on the effects of changing
ET energetics. One means to do this is to vary the closed-shell MP. The
(MgP) *—MgP reduction potential is about 100 mV lower than the ZnP *~ZnP
reduction potential (15, 16). Consequently, the free energy change, -AG,
for photoinitiated A* — I process is ~1.0 eV for [¥ZnP), Fe**P], and
~1.1 eV for [(MgP), Fe®**P]. For the I — A ET, -AG is ~0.8 eV for
[(ZnP)*, Fe**P] and ~0.7 eV for [(MgP)*, Fe?*P] (15, 16).

Heme ligand variation provides an even more effective means of altering
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Figure 1. a-Carbon backbone of an [a;,8:] ET complex within [20(Fe(CO)P,
2B(MnP)]. (Reproduced with permission from ref. 20. Copyright 1986 Aca-
demic Press.)

the energetics for ET without changing the structure of the ET complex. At
neutral pH, the Fe**P in methemoglobin has H,O in the distal coordination
site, with the remaining five sites taken by the nitrogens of P and of the
proximal histidine (22). The coordinated H,O can be replaced by other
ligands L, both neutral (L. = L° is imidazole) and anionic (L = X~ is CN",
F~, or N;"). As the Fe®**P-Fe®* P redox potential depends on L, the driving
force for ET changes correspondingly. X-ray crystallographic measurements
of liganded hemoglobins show negligible changes upon ligand variation, and
thus the heme geometry is retained (23).

The combination of metal-ligand variation in these hybrids not only
allows alteration of the ET energetics but also provides a means to study
mechanistic questions. It could be used to determine whether ET is direct
or involves a hopping mechanism and whether ET is “gated” (24-27) by
linkage to protein conformational change or heme ligand dissociation.
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Kinetics by Triplet Decay

Reversible ET within Mg- and Zn-substituted hemoglobin hybrids is initiated
by flash photoproduction of the long-lived triplet state (MP). Figure 2 shows
the progress curves for triplet decay in [Mg, Fe?*], [Mg, Fe3*(H,0)], [Zn,
Fe®*], and [Zn, Fe®*(H,0)], as monitored by 3(MP)-MP absorbance dif-
ference spectra. The data are shown normalized to unit triplet population.
The triplet decay for both reduced hybrids, [Mg, Fe®*] and [Zn, Fe?*], is
exponential over five half-lives. The rate constant for this intrinsic triplet
decay, kg, is 20(=2) s~ at 25 °C when M is Mg and 53(%5) s at 25 °C when
M is Zn. Identical rate constants are obtained by following triplet-state
emission.

Triplet decay in [Mg, Fe®*(H,0)] and [Zn, Fe**(H;0)] monitored at
A = 415 nm, the Fe®*2* P isosbestic point, or at 475 nm, where contributions
from the charge-separated intermediate are minimal, remains exponential.
However, the decay rate in the oxidized hybrids, k,, is increased to 55(5)
s~ when M is Mg and to 138(+7) s ™! when M is Zn. Two additional quenching
processes can contribute to deactivation of (MP) when the iron-containing
chain of the hybrid is oxidized to the Fe®*P state: ET quenching as in eq
1 (with rate constant k,) and Forster energy transfer (with rate constant k).
ET quenching is not possible in the Fe?*P hybrid, and Forster energy
transfer also is unimportant because spectral overlap is minimal (17). The

Triplet Population

Time (ms)

Figure 2. Normalized triplet-decay curves for [M(P), Fe(P)] hybrids. For a
given M (M is Zn or Mg), the arrow is directed from the curve for the Fe**P
state toward that for the Fe**P state.
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net rate of triplet disappearance in oxidized hybrids is thus the sum of three
terms: k, = kg + k. + k,. The difference in triplet-decay rate constants
for the oxidized and reduced hybrids gives the quenching rate constant,
k, = k, - kqy = k. + k,, which is thus an upper bound to k.. Subtraction
yields k, = 85(x10) s for [ZnP, Fe**(H,0)P] and k, = 35(x5) s™* for
[MgP, Fe®*(H,O)P].

By definition, the intrinsic triplet-decay rate constant, kg, is independent
of heme ligation. Therefore, differences in kinetic progress curves for [(MP),
Fe’*(L)P] reflect inequivalent values of k,, for the various ligands. The data
for M = Zn clearly fall into two classes: Hybrids with ferriheme coordinated
to the neutral ligands H,O and imidazole give k, = 80 s™, but those with
bound anionic ligands give dramatically reduced values [3(x2) s™ < k, <
12(=3) s7]. The data for [MgP, Fe3*(L)P] hybrids show a similar grouping.

In our initial studies, which were solely limited to measurements of
triplet quenching, we considered whether energy transfer could be contrib-
uting to k. Forster energy transfer would be proportional to spectral overlap
between the *(MP) emission spectrum and the Fe®*(L)P absorption spec-
trum. Thus, a lack of correlation between the ligated heme optical spectra
and the observed k, indicated that for L = L® = H,0 (and imidazole),
most, if not all, triplet quenching is associated with ET (17). However, with
the smaller rate constants for triplet quenching by the anion-ligated hemes,
it was by no means clear whether ET was the predominant quenching mech-
anism. That is, a small value for k, would have minimal consequence for
L = LY but could account for much or all of k, in the case where L = X"
Thus, direct observation of the charge-separated intermediate I, in addition
to yielding k;, the rate constant for the thermal process, is required to
confirm the very existence of long-range ET in cases where k, is small.

Direct Observation of Charge-Separated ET Intermediates

The time course of the charge-separated intermediate I can be measured in
a flash photolysis experiment that monitors the I-A transient absorbance
difference at a ground state—triplet state isosbestic point (e.g., A = 432 nm
when M is Mg and 435 nm when M is Zn). We have observed this inter-
mediate for the [MP, Fe®*P] hybrids when M is Mg or Zn; representative
kinetic progress curves are shown in Figure 3 (15). In a kinetic scheme that
includes eqs 1 and 2 as the only ET processes, when ky, > k,, as is the case
here, I appears exponentially with rate constant k;, and disappears completely
in an exponential fall with rate constant k.

However, the occurrence of a persistent absorbance change (AA.) for
the [M, Fe] hybrids requires an extended kinetic model (Scheme I). In this
model, (MP)* is reduced not only by Fe>*P with rate constant k,, (regen-
erating the [MP, Fe®*P] state), but also by an as-yet-unidentified amino acid
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Figure 3. Normalized kinetic progress curves at 5 °C for ET intermediate (I)

plus photoproduct (C) (see Scheme I) formed upon flash photolysis of the

mixed-metal Hb hybrids: [B(MgP), a(Fe**P)] (N = 432 nm); [B(ZnP), a(Fe**P)]

(N = 435 nm). Solid lines are nonlinear least-squares fits to the equations in

ref. 15. For [Mg, Fe], k, = 155(+15) s7, k, = 47(=5) s7!, and k., = 20(%5)

s7L; for [Zn, Fe], k, = 350(%£35) s, k, = 122(+10) s, and k. = 40(x8)
s71. Buffer: 0.01 M KP;, pH 7.0.

residue X and/or solution impurities with rate constant k,,, leading to [MP,
Fe®*P] (eq 3):

[(MP*), Fe**P] + X —=> [MP, Fe?*P] + X* @)

Solution of the kinetic equations implicit in Scheme I indicates that the
magnitude of AA, is proportional to k,, and that I appears exponentially
with rate constant k, = ky, + k. Figure 3 shows that the kinetic progress
curves for I for the Zn- and Mg-substituted hybrids are well-described by
nonlinear least-squares fits to these kinetic equations (15). The data in Figure
3 show that the time course of the intermediate [(MP)*, Fe?*P] (I) strongly
depends on M. At 5 °C when M is Mg, k, = 155(x15) s, k, = 47(£5)
s7, and k,, = 20(x5) s; when M is Zn, k,, = 350(x35) s”', k, = 112(=10)
s7, and k, = 40(=8) s,

Direct observation of I, the charge-separated intermediate, has verified
the occurrence of long-range ET within [3MP), Fe3*(L)P] for both M and
all L. Figure 4 shows a comparison of the kinetic progress curves obtained
for [3(ZnP), a(Fe**(H,0)P] and [B(ZnP), a(Fe®* (CN")P] (16). The long-time
exponential fall for the latter, k, = 65(+8) s™', is in agreement with that
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012

0 g

0 20 40
Time (ms)

Figure 4. Kinetic progress curves as in Figure 3 at 435 nm for [B(ZnP),

a(Fe**(L)P)]. Experimental points and nonlinear least-squares fits for L =

H;0 and L = CN- are shown, with absorbance changes normalized to a zero-

time triplet concentration (A,*) = 10 M. For [B(ZnP), o(Fe®*(H;0)P)],

» = 345(x45) s and k, = 134(%15) s7%; for [B(ZnP), a(Fe**(CN-)P)],
k, = 240(x30) s7! and k, = 65(x8) s~.. Buffer: 0.01 M KP,, pH 7.0.

observed in triplet-decay data. Absorbance changes resulting from formation
of the charge-separated intermediate I are proportional to the rate constant
k. Thus k, can be calculated independently of any other contributions to
triplet-state quenching if the quantum yield for the formation of I can be
determined.

With this procedure, analysis of the relatively large absorbance changes
observed with the intermediate in the M = Zn, L. = H,O hybrid gives
k™H,0) = 90(=30) s and thus confirms the previous assignment k, =
k, — kq for L = H,0. On the other hand, k, = 14(%4) s for [B(ZnP),
a(Fe®*(CN-)P], but analysis of absorbance changes associated with
[B(ZnP)*, a(Fe?*(CN-)P] gives an even smaller value, k,“(CN") = 6(%3)
s7'. Thus, replacement of H,O by CN~ in the heme coordination sphere
reduces k, by over an order of magnitude. Quantitation of I when M is Mg
or Zn, and with all the ligands studied so far, gives the k(L) shown in
Figure 5. Replacement of H,O with another neutral ligand, imidazole, does
not significantly alter k.. Replacement with other anions (N, F~) affects k,
in the same fashion as CN-, a 10-fold reduction in rate.

The effect of anion binding on k, is not nearly as great. The data in
Figure 5 show that, for both metals, a less than 50% reduction in thermally
activated ET rate constant is observed between hybrids containing neutral
and anionic ligands.
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Figure 5. Ligand dependence of rate constants for photoinitiated ET (k,, light,

speckled) and thermal ET (k,, dark, crosshatched) within the hybrids (A)

[ZnP, Fe**(L)P] and (B) [MgP, Fe**(L)P]. When M is Zn, the data refer to 1-
methylimidazole rather than imidazole.

Mechanistic Aspects of Electron Transfer
within [MP, Fe’*(L)P]

The single most important mechanistic question concerning long-range ET
in hemoglobin hybrids is whether the ET reactions under consideration are
single-step events or multiple-step processes with one or more real inter-
mediate states (such as one with an oxidized or reduced amino acid residue).

A second key issue in mechanistic studies of long-range electron transfer
in proteins is the role of gating. If photoinitiated or thermal ET requires a
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protein conformational change, then k., the observed rate constant, may
actually be measuring a conformational rate rather than an ET rate (24-27).
One aspect of this issue involves the fate of the heme ligand. Reduction of
Fe®*(H,0)P promptly yields the unliganded ferroheme Fe>*P, but the fate
of anionic ligands upon reduction of Fe**(X")P is not clear. In some cases
involving exogenous reductants, it has been shown that ligand dissociation
is a prerequisite to reduction (28, 29). Thus, the possibility of “ligand gating”
must also be considered. The ability to alter the redox potentials of both
MP and Fe(L)P allows us to address these questions directly, and our data
show that k, and k, represent rate constants for direct, ungated electron
transfer between the MP and FeP.

Photoinitiated ET is easily proved to be direct. Indirect hopping of an
electron from 3(MP) to Fe®*(L)P would correspond to oxidative triplet
quenching by an amino acid, with subsequent reduction of Fe**P by the
amino acid anion. However, any such quenching of *MP) would occur
equally in the reduced (Fe** P) hybrids because this process does not involve
the FeP. Consequently, ET by this mechanism would not give rise to an
increase in triplet decay, and the increased triplet quenching in the Fe®*P
hybrids must be associated with a direct ET process.

Our data also indicate that the I - A ET process is direct. If it were
not, then there must exist an amino acid, y, that mediates electron flow
from Fe?*P to (MP)* via an internal ET. This is equivalent to postulating
a thermodynamically accessible discrete intermediate, [(MP), y*, (Fe>*P)],
which would decay by a second ET process back to the ground state. If the
(MP)* — y ET process were rapid and Fe?*P— y* ET were rate limiting,
changing M would not affect the observed rate constant and k,™# would
equal k,”. If a rate-limiting (MP) * — y ET were succeeded by rapid Fe®*P
— y* ET, changing the heme ligand L would not affect the ET rate and
k,*(H,0) would equal k,?*(CN-). However, k,M%H,0) # k,”(H,0) #
k,”(CN~). We conclude that a two-step electron hopping mechanism does
not obtain and that k, describes direct Fe?*P — (MP)* ET.

Comparison of rates for the [M, Fe] hybrids where M is Mg and Zn
provides a test of whether ET is gated (i.e., controlled by a slow confor-
mational transformation) to an “ET-active” state in which ET is presumed
to be rapid. The rate of such a conformational transformation would not
change because of the alteration in driving force caused by the Zn-Mg
switch. Because k, is indeed different when M is Mg and Zn, it cannot
represent a rate constant for conformational interconversion.

What is the fate of the heme-ligand, L, during the ET cycle of Scheme
I? When L is H,O, reduction of the aquo-bound heme yields the five-
coordinate ferroheme, Fe>*P. For CN ", ligand dissociation from Fe**(CN")P
is slow; this fact indicates that the I — A process involves reoxidation of the
CN™-bound species. The data in Figure 5 show that N;~ and F~ also remain
bound on the ET time scale. If ET-induced ligand loss were rapid compared
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to the I = A ET process, one would predict that for a given metal, k,M(X")
= k,™(H,0). This prediction is contrary to observation with both metals.

The data also show that for a given anion, k,“¥X") < k,?*(X"). This
dependence on metal ion indicates that k,™(X") cannot represent a rate-
limiting ligand dissociation from the Fe?*(X")P partner of I, followed by fast
ET (i.e., ligand gating of I — A). Thus the variation in the thermal ET rate,
k,™(L), as a function of ligand and metal indicates that all anionic ligands
remain bound during the entire ET cycle of Scheme I. In contrast, the
extremely slow reduction of ligated ferrimyoglobin [Mb**(L)] by exogenous
$,0,%> requires anionic dissociation for most ligands, notably fluoride (28,
29). Taken together, these data suggest a difference in the mechanisms for
reduction by exogenous dithionite and by an internal (MP).

In summary, the simple variation of ligands and metals within
[MP,Fe®*(L)P] allows a heretofore unparalleled view of the mechanistic
aspects of long-range ET between proteins.

Conclusions and Prospectus

Metal-substituted hemoglobin hybrids, [MP, Fe®**(H,0)P] are well-suited
to the study of long-range ET within protein complexes. Both photoinitiated
and thermally activated ET can be studied by flash excitation of Zn- or Mg-
substituted complexes. Direct spectroscopic observation of the charge-sep-
arated intermediate, [(MP)*, Fe?*P], unambiguously demonstrates pho-
toinitiated ET, and the time course of this ET product indicates the presence
of thermal ET. Replacement of the coordinated H,O by anionic ligands (CN -,
F~, or N;) in the ferriheme subunit dramatically lowers the photoinitiated
rate constant, k,, but has a relatively minor effect on the thermal rate, k.
Because metal substitution and ligand variation can be effected without
structural perturbation of the ET complex, such changes can be used to
probe mechanistic aspects of ET. The data show that both photoinitiated
and thermal ET are direct processes. Furthermore, ET is not gated either
by protein conformational changes or by ligand on—off processes. The sta-
bility of hemoglobin tetramers in cryosolvent, coupled with the absence of
gating in these systems, has allowed observation of long-range ET at tem-
peratures near 77 K (30), where quantum mechanical tunneling is operative.
The ease with which ET can be studied in mixed-metal hemoglobin
hybrids suggests that this system will be of value in addressing several long-
standing problems in this field. For example, mixed-metal mutant hemo-
globins, in which amino acids between porphyrins have been changed from
aliphatic to aromatic and vice versa, are being used to assess the role of ET
pathways and of hole superexchange in long-range electron transfer. We are
extending our studies of ET within [MP, Fe**(L)P] to liquid helium (4 K)
temperatures. Finally, a more complete picture of the role of energetics in
long-range ET is being realized through expanded metal substitution and
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ligand variation. By altering the protein environment, the solvent, the tem-
perature, and the ET sites themselves, we hope to greatly add to the un-
derstanding of this important biological process.
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Electronic excited states of binuclear compounds of ruthenium(II)
bridged by bis-2,2'-(2"-pyridyl)bibenzimidazole (bpbimH ;) were
studied by means of laser photolysis kinetic spectroscopy. Excitation
of RuLybpbimH ;)RuL,** [L is 2,2'-bipyridine (bpy), 4,4’ -dimethyl-
2,2'-bipyridine (dmbpy), or 1,10-phenanthroline (phen)] into the
metal-to-ligand charge-transfer (MLCT) triplet state gives rise to a
transient absorption spectrum revealing electron occupation on both
L and bpbimH ; in CH,CN. In an asymmetric binuclear compound,
excitation-energy transfer takes place from the higher energy site to
the other site. Production of the MLCT triplet excited state in a
symmetric binuclear compound, Ru(bpy)s(bpbimH ;)Ru(bpy).**, is
compared with that of the corresponding mononuclear compound,
Ru(bpy)(bpbimH ;)**. Smaller production of the excited triplet state
in the binuclear compound is ascribed to a rapid triplet—triplet
annihilation process. A decay rate of the excited Ru(dmbpy)s-
(bpbimH 5)** linked to Rh(phen);** in butyronitrile was obtained by
extrapolation of rates measured at lower temperatures. Mechanisms
of the intramolecular reaction are discussed.

THE RATES OF MANY NONADIABATIC electron-transfer reactions are con-
trolled by both thermally averaged Franck—Condon integrals and electronic
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coupling between reactants. The quantum theory of electron transfer pre-
dicts a bell-shaped energy-gap dependence on the Franck—Condon integral
(1, 2). Because of this expectation, the energy-gap dependencies of electron-
transfer rates have been analyzed mostly in terms of the thermally averaged
Franck—Condon integral (3-9).

Sometimes electron-transfer rates are either slower than predicted by
the Franck—-Condon integral or weakly dependent on the energy gap of the
process (6, 10—13). In these cases weak electronic coupling between reactants
has been regarded as responsible for the slow electron-transfer rates. Elec-
tronic coupling has been assumed to be weak for both long-range and spin-
inverted electron-transfer processes. However, the intermolecular electronic
coupling in transition-state electron transfer has seldom been estimated
quantitatively because distance and orientation between transition-state
reactants are both unknown (14).

To investigate the electronic-coupling term independently in the elec-
tron-transfer rate, intramolecular electron transfers occurring in bichromo-
phoric compounds should be studied. Electronic coupling between the
chromophores in these compounds can be estimated by spectroscopic meth-
ods (15-20). Accordingly, electronic coupling between Ru(II) and Ru(III) in
mixed-valence binuclear complexes has been examined (15-19) to determine
a correlation between the electron-transfer rate and electronic coupling.

Metal-metal interaction in the photoexcited states of binuclear Ru(II)
compounds has attracted much attention in recent years. If the metal-metal
interaction exceeds 10 cm™, rates of electron transfer, energy transfer, and
triplet—triplet (T-T) annihilation can be studied. Electron transfer takes place
between an excited-state Ru(Il) site and a ground-state metal site if it is
energetically feasible (21-23). The rate of metal-metal energy transfer
(24-27) depends on the excitation-energy difference between the acceptor
and donor. When a laser pulse is strong enough to excite the Ru(Il) sites of
a binuclear compound, such an excited site will undergo an annihilation
process with a neighboring site.

Intramolecular reactions (electron transfer, energy transfer, and T-T
annihilation) in binuclear Ru(II)~Ru(II) and Ru(I)-Rh(III) compounds have
been examined by means of laser flash kinetic spectroscopy. An intervening
tetradentate ligand, bis-2,2'-(2"-pyridyl)bibenzimidazole (bpbimH,) (28), and
2,2'-bibenzimidazole (29, 30) have a strong o-donor and weak m-acceptor
property in comparison with 2,2'-bipyridine (bpy). Recently a binuclear
compound, Ru(bpy),(bpbimH,)Ru(bpy),**, has been shown to behave as a
dibasic acid by using stepwise deprotonation from the imino N-H groups
on the bridging bpbimH,. The pK,, and pK, are 5.61 and 7.12, respectively,
in CH,CN buffer (1:1 v/v). The pK, for the mixed-valence compounds
[Ru(bpy)(bpbimH ))Ru(bpy),]** and [Ru(dmbpy),(bpbimH,)Rh(phen),]**
(where dmbpy is 4,4'-dimethyl-2,2'-bipyridine and phen is 1,10-phenan-
throline) are considerably reduced to 1.2 (28) and 2.89 (31), respectively.
Ruthenium—ruthenium interaction in the mixed-valence Ru(II)~Ru(III) com-
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pound was estimated on the basis of a weak intervalence transition to be as
small as 0.01 eV (28). The structure of bis-2,2’-(2"-pyridyl)bibenzimidazole

H H
— N N =

N,\ , ,

Experimental Details

Compounds. Mononuclear ruthenium(II) compounds, Ru(L)y(bpbimH,)%* (L
is bpy, dmbpy, and phen), and binuclear ruthenium(II-II), Ru(bpy):(bpbimH)-
Ru(bpy),**, were prepared as described elsewhere (28). An asymmetric binuclear
ruthenium compound, [Ru(dmbpy)y(bpbimH z)Ru(phen),](Cl04),5H;0, was pre-
pared from Ru(phen),Cl; (0.15 g, 0.28 mmol) with [Ru(dmbpy):(bpbimH5)](ClO,).
(0.3 g, 0.28 mmol) in ethylene glycol (30 mL). The solid sample obtained was purified
by recrystallization from methanol-water (4:1 v/v). Yield, 0.28 g (54%). Anal. Calcd.
fOI' C72H55N 14016C14R112‘5H20: C, 47.85%; H, 3.58%; N, 10.85%. FOllIld: C, 47.68%;
H, 3.50%; N, 10.66%.

A heterobinuclear compound, [Ru(dmbpy).(bpbimH )Rh(phen),](ClO4)s, was
prepared by heating Rh(phen)y(bpbimH )Cl; (0.47 g, 0.41 mmol) and Ru(dmbpy).Cl.
(0.26 g, 0.45 mmol) in ethanol-water. The purification was effected by column
chromatography on cross-linked dextran polymer beads (Sephadex LH-20) with meth-
anol as eluent. Yield, 0.52 g (70%). Anal. Caled. for C7H N 1402ClsRuRh-2H:0:
C, 46.63%; H, 3.26%; N, 10.57%. Found: C, 46.76%; H, 3.59%; N, 10.51%.

Apparatus. A Hitachi spectrofluorometer (MPF-2A) was used for phospho-
rescence spectra at 77 K. The Q-switched Nd**-~YAG laser (Quantel YG580) and a
transmittance-change acquisition system used have been described elsewhere (32).
The laser energies for 532- and 355-nm pulses were less than 80 and 40 m], re-
spectively. A xenon arc lamp (150 W) was 30 X intensified for 2 ms to improve the
signal-to-noise ratio of the transmittance changes of the sample solutions. Time
evolution of sample-solution transmittance and phosphorescence were recorded on
a transient digital (10 bits) memory (Electronica Co., ELK-5120, 10 MHz) or a
storagescope (Iwatu Co., 8123, 200 MHz, 8 bits).

Oxidation potentials of ruthenium(II) compounds were measured by means of
differential-pulse voltammetry with a direct-current pulse polarograph (HECS-312B,
Huso, Japan). All voltammograms were obtained at a platinum disc electrode (d.
0.5 mm) in CH,CN containing 0.1 M tetrabutylammonium perchlorate. All potentials
are referred to the formal potential of the ferrocenium—ferrocene (Fc*—Fc) system,
which is —0.33 V against a saturated calomel electrode (SCE).

Measurements. The sample solutions of ruthenium(II) compounds dissolved
in acetonitrile, in butyronitrile, and in a mixed solvent of ethanol and methanol (4:1
v/v) were deaerated by bubbling with nitrogen more than 12 min. Either HCIO, or
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CF;COOH (1 mM) was added to suppress deprotonation of the intervening ligand,
bpbimH;. Production of the excited states of ruthenium(II) compounds on exposure
to the second harmonic pulse (532 nm) of the YAG laser was measured by monitoring
the absorbance change of the sample solution. Time profiles of the transmittance in
a 580-780-nm region were corrected for the strong phosphorescence of the sample.
The temperature of the sample solutions (89-300 K) was controlled by using a cryostat
(Oxford DN1704) and a controller (Oxford ITC4). The sample temperature was mon-
itored by putting a thermocouple on a copper sample holder.

Results and Discussion

Intramolecular metal-metal interaction in binuclear Ru(II) compounds de-
pends on an intervening ligand and the electronic states of the metal sites.
An intervening ligand, bpbimH,, has a biphenyl structure in which the «
electrons are weakly conjugated throughout two moieties of 2-pyridyl-2'-
benzimidazole (pbimH). The d, electrons of one metal site are able to mix
with those of the other metal site through the conjugated  and 7* electrons
of the ligand. Photoexcitation of a binuclear Ru compound to its metal-to-
ligand charge-transfer (MLCT) state is manifested through photophysical
and photochemical processes such as energy transfer from one Ru(Il) site to
another in an asymmetric binuclear compound, electron transfer from a
Ru(II) site to a Rh(III) site in a heterobinuclear compound, and T-T anni-
hilation in a symmetrical binuclear Ru(II) compound.

MLCT Excited State and Energy Transfer. Lowest excited states
of many ruthenium(Il) polypyridine compounds are described as a phos-
phorescent state of Ru — ligand charge transfer (33, 34). A transferred
electron in this localized model occupies an orbital on the most easily reduced
ligand. When the redox potentials of the adjacent ligands are close to that
of the most easily reduced ligand, electron hopping takes place among the
ligands (34-39).

The most easily reduced ligand can be assigned on the basis of redox
potentials [E° (L/L")] of RuL;%*, unless the difference in the redox potentials
between ligands is subtle (38). The assignment of the electron-occupied
orbital (ligand) is feasible by using emission from and absorption of excited
states. Emission spectra at 77 K, in this case, are of no use for the assignment
of the electron-occupied orbital because the vibronic progressions of phos-
phorescences are not distinct.

Transient absorption spectra following laser excitation of Ru(bpy),-
(bpbimH ,)%*, Ru(dmbpy),(bpbimH,)?*, and Ru(phen)y(bpbimH,)** exhibit
the m—m* band of a reduced ligand as a component, and this band is strong
evidence for the identification of a reduced ligand. Bands in the ~370-420-
and ~500-600-nm regions in Figures la and 1b can be assigned to a w—m*
transition of bpbimH,~ and/or a red-shifted m—m* of bpbimH , coordinating
to Ru(IIl). These bands were not evident in the excited-state absorption
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Figure 1. Transient difference absorption spectra in CH;CN containing 1 X

10- M HCIO, at 100 ns after laser excitation. Ae on the right ordinate denotes

the difference in molar absorption coefficient between the ground and the

MLCT states of RuL3®* (32, 44). a: Solid line, Ru(bpy)(bpimH ;)** (20 pM);

dotted line, Ru(bpy);**. b: Solid line, Ru(dmbpy):(bpbimH 3;)** (20 uM); dotted

line, Ru(dmbpy)s*. c: Solid line, Ru(phen)(bpbimH ;)** (20 wM); dotted line,
Ru(phen),?*.
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(ESA) spectra of Ru(bpy);2* (32, 40—43) and Ru(dmbpy);** (44). Strong
bleaching of m—mr* transition of bpbimH, at 330 and 350 nm in Figures la
and 1b also demonstrates the reduction of bpbimH,. The band of bpy™~ or
dmbpy~ at 370 nm [molar absorptivity € = 20 X 10° dm®cm 'mol™ (32,
40—44)], which partly overlapped with the bpbimH,™ band at 390 nm, was
masked by the bleaching of the strong m—m* band of bpbimH, (e ~ 40 X
10 dm3cm"mol™). A wide band in a region longer than 600 nm (Figure
1a) can be ascribed to m—m* of bpy; in addition, both ligand-to-metal charge
transfer (LMCT) of bpy — Ru(III) and bpbimH," exhibit some intensity in
this region.

A sharp band at 310 nm is ascribed to a red-shifted m—m* of bpy coor-
dinating to Ru(III). This red shift results in the intensity reduction of w—m*
at 290 nm, as has been reported in the case of Ru(bpy),®* (40, 42, 43). An
enormous bleaching of the m—m* band (bpy) at 290 nm, which was observed
for the dilute (5 pM) solution, may be caused by both the reduction of bpy
and the coordination of bpy to Ru(IIl). The assumption that the extent of
bleaching at 330-350 nm is proportional to the formation of bpbimH,~ im-
plies that more bpbimH," will be formed in Ru(dmbpy),(bpbimH,)** than
in Ru(bpy),(bpbimH,)**.

Excitation of Ru(phen),(bpbimH,)** produced weak bands at 300, 390,
and 580 nm with the bleaching of the MLCT band (¢ = 17,000 dm®cm"mol ™!
at 460 nm). The bleaching of the 330-350-nm band of bpbimH, is small
compared to the formation of a wide band in a red region. The band at
300 nm is mainly ascribed to phen~, because it is evident for the MLCT
state of Ru(phen);**, as shown in Figure lc.

When Ru(Ill) compounds, [Ru(bpy),],(bpbimH,)** and Ru(phen),-
(bpbimH,)2*, were cooled to 83 K in a mixed solvent of ethanol and meth-
anol, the production of the 370-nm band ascribed to bpy~ or the 300-nm
band ascribed to phen™ was more distinct, as Figures 2a and 2¢ show. On
the other hand, the bleaching of the 330-350-nm band at 89 K was reduced.
The variation of the transient absorption spectra on cooling demonstrates
that the energy level of Ru — bpbimH, charge transfer (CT) is a little higher
than those of Ru — bpy and Ru — phen. The bleaching of the 350-nm band
was found to be unchanged for [Ru(dmbpy),],(bpbimH,)** at 83 K. The
cooling effect on the transient absorption profiles suggests an order of
the ability of the ligand to accept an electron in the MLCT state: bpy >
phen > bpbimH, ~ dmbpy. The decreasing order of ligand effectiveness
as an electron acceptor in the MLCT state is consistent with the decreasing
order of the redox potential of Ru(bpy),®* (~1.34 V vs. SCE), Ru(phen);>*
(-1.35 V vs. SCE), and Ru(dmbpy),2* (~1.45 V vs. SCE) (46).

Transient absorption spectra for the binuclear compounds [Ru(bpy).],-
(bpbimH ,)** and [Ru(dmbpy),],(bpbimH,)** are almost identical to those
of the corresponding mononuclear compounds. Bimetalation is accompanied
by a small red shift of the band peak from 380-385 to 390 nm; this change
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Figure 2. Transient difference absorption spectra in a mixed solvent of ethanol

and methanol (4:1 v/v) containing 1 X 10° M HCIO, or CF;COOH at

100 ns after laser excitation at 89 K. a: [Ru(bpy).](bpbimH;)**. b:
[Ru(dmbpy),] (bpbimH ;)**. c: Ru(phen)y(bpbimH ;)**.

suggests that less bpy™ is formed in the MLCT state. Ru(IIl) in the singly
excited MLCT state of the binuclear compounds probably interacts with
unexcited Ru(ll) to stabilize the phosphorescent state.

The following list shows the phosphorescence energies (E in reciprocal
centimeters) of the Ru compounds.

Ru(bpy),(bpbimH ,)2* 16,500
[Ru(bpy),]s(bpbimH )** 16,370
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Ru(dmbpy),(bpbimH ;)%* 16,300
[Ru(dmbpy),] ;(bpbimH 5)** 16,070
Ru(phen),(bpbimH ,)** 16,700

Ru(phen),(bpbimH ,)Ru(dmbpy),** 16,100

The energy shift of emission observed for [Ru(bpy),],(bpbimHy)**
(130 cm™) is as small as the Ru(III)-Ru(II) interaction (~80 cm ™) estimated
from the intensity of intervalence transition (28). The result of differen-
tial-pulse voltammetry on [Ru(bpy),],(bpbimH,)** confirms that the
Ru(I1I)-Ru(Il) interaction is less than 0.040 eV (320 cm™).

The weak effect of dimetalation in the bpbimH, compounds is related
to weak electronic coupling between the pbimH moieties of bpbimH ,, which
are not coplanar owing to proton—proton repulsion. In bpbimH , compounds
the dimetalation effects on emission energy are much smaller than those
obtained for [Ru(bpy),],(bpym)** (47—49) and [Ru(bpy),],(dpp)** (47-51),
where bpym and dpp are 2,2'-bipyrimidine and 2,3-bis(pyridyl)pyrazine,
respectively. In the latter cases, the lower energy emission was ascribed to
the reduction potentials of bpym or dpp, which are 0.4 V less negative than
those of the corresponding mononuclear compounds (50-52).

To see whether the weak metal-metal interaction allows hopping of
MLCT between the Ru(Il) sites, we examined an asymmetric binuclear
compound, Ru(dmbpy),(bpbimH ,)Ru(phen),**. Excitation-energy transfer
from the Ru-phen site to the Ru—dmbpy site is energetically possible; the
assigned excitation energies are 16,700 cm™ for Ru(phen),(bpbimH,)** and
16,300 cm™ for Ru(dmbpy),(bpbimH,)2*. The phosphorescence of
Ru(dmbpy),(bpbimH ;)Ru(phen),** observed at 77 K (16,100 cm ™) is emitted
from the Ru-dmbpy site. Because the emission lifetime of Ru(phen)y-
(bpbimH )" is close to 4 ws at 90 K, the energy-transfer rate is estimated
as larger than 3 x 107 s7%.

The ESA spectrum of Ru(dmbpy),(bpbimH ,)Ru(phen),** immediately
after laser excitation at 300 K completely agrees with that of Ru(dmbpy),-
(bpbimH,)2*. The characteristic bleaching of the excited Ru—phen in the
420-430-nm region was not observed at all during the laser excitation, a
result indicating that the energy transfer at 300 K took place during laser
excitation (k > 10® s™). The energy transfer from the Ru—phen site to the
Ru-dmbpy site occurs via a consecutive process, an electron-energy transfer
“cascade” (22, 25, 47). Electron transfer from phen to bpbimH, generates
Ru — bpbimH, CT in one Ru site, and hole transfer from Ru(III) to Ru(II)
generates Ru — bpbimH, CT, which is in equilibrium with Ru — dmbpy
CT.

Electron transfer between adjacent ligands has been interpreted as ex-
citon hopping, with an activation energy equal to the energy difference
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between the MLCT states (38, 39). A small energy difference between
Ru — phen CT and Ru — bpbimH, CT may not suppress the electron-
transfer rate in the Ru(dmbpy),(bpbimH ,)Ru(phen),**. Hole transfer, which
is exergonic (~0.1 eV), is the rate-determining process. The hole-transfer
rate will be discussed in conjunction with a rate of an intramolecular electron
transfer occurring in Ru(dmbpy),(bpbimH ,)Rh(phen),®*.

An alternative mechanism of energy transfer, dipole—dipole interaction
mechanism, is improbable because the energy-matching requirement is not
fulfilled between the Ru—phen emission and the Ru—dmbpy absorption. If
the spin-forbidden MLCT absorption of the acceptor chromophore were in
a region of the donor emission, the dipole-dipole interaction mechanism
could be competitive with the exchange mechanism (24-27).

Intramolecular Electron Transfer in Ru(dmbpy),(bpbimH,)-
Rh(phen),®*. This compound exhibits the sum of the absorption spectra
of the component compounds. The phosphorescence and ESA of Ru —
dmbpy CT were completely quenched in the 1 mM HCIO, in CH;CN. Both
the phosphorescence and the ESA of the Ru~dmbpy site were detected for
several hundred nanoseconds in the neutral medium, where deprotonation
from an imino N-H group of pbimH moiety coordinating to Rh(III) was
observed by means of absorption spectroscopy. The deprotonation shifts the
reduction potential of the Rh site negatively from —1.15 to —1.45 V vs.
Fc*-Fc, but does not change the oxidation potential of the Ru site (0.68 V
vs. Fc*~Fc) in Ru(bpy),(bpbimH,),Rh(bpy),**. The ergonicity of Ru(Il) -
Rh(III) electron transfer in the excited state of Ru(dmbpy),-
(bpbimH ,)Rh(phen),** can be regarded as —0.16 and 0.14 eV for the acidic
form and the basic form, respectively, as it is for Ru(bpy)y(bpbimH,)-
Rh(bpy),**. Therefore, the phosphorescence quenching in the acidic me-
dium is attributed to Ru(II) — Rh(III) electron transfer.

The rate of Ru(II) = Rh(III) electron transfer was measured on cooling
the binuclear compound in butyronitrile (mp 126 K). The decay rate of the
excited Ru—dmbpy site monitored at 400 and 560 nm was considerably
dependent on temperature. The rate constants of electron transfer (k ;) were
obtained from the excited-state lifetime of the binuclear compound by sub-
tracting that of Ru(dmbpy),(bpbimH,)**. The value of kg; at 300 K, esti-
mated by extrapolation to be 2 X 10% s~ (Figure 3), is not very different
from the Ru(I)-to-Ru(Il) energy-transfer rate (>10° s™) of Ru(dmbpy),-
(bpbimH ,)Ru(phen),** in CH,CN. In Ru(Il) — Rh(III) electron transfer,
the electron residing on one pbimH moiety of bpbimH, moves to Rh(III)
through the other pbimH moiety. In the energy transfer from the Ru—phen
site to the Ru—dmbypy site, electron transfer from a phen to bpbimH, was
followed by hole transfer from the Ru(III)-phen to the Ru(II)-dmbpy, which
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Figure 3. Temperature dependence of electron-transfer rate constant (ker) of

Ru(Il) — RA(III) in the excited MLCT state of Ru(dmbpy)ybpbimH ;)-
Rh(phen),>*. [HCIO ] is 1 mM in butyronitrile.

takes place via bpbimH,. Therefore, it is reasonable that the rates of the
two processes are similar.

A rapid recovery of the MLCT band at 460 nm without delay after the
decay of ESA leads to the conclusion that back electron transfer (Rh(II) —
Ru(II)) is as rapid as forward electron transfer. Rapid back electron transfer
is consistent with the high exergonicity (1.82 eV) involved in the process.
The exergonicity of 1.7 eV gives rise to the maximum rate for several elec-
tron-transfer reactions within a cage following intermolecular electron-trans-
fer quenching (5, 6, 32). Spin-flip, which is required for the back electron
transfer, *[2Ru(II1)-2Rh(II)] = ['Ru(II)-'Rh(III)], may suppress the rate to
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some extent. The Ru(Il) — Rh(III) electron transfer in Ru(dmbpy),-
(bpbimH y)Rh(phen),>* is as fast as that in a mixed-valence compound of
Ru(II)—Bu(III) bridged by pyrazine (21).

Intramolecular Triplet-Triplet Annihilation. Aromatic com-
pounds in the excited state undergo excited-state bimolecular annihilation
resulting in the formation of a higher excited state and the ground state (53).
T-T annihilation of some dye molecules, such as metal-porphyrin (54) and
lumiflavine (55) in the triplet excited state, efficiently occurred to produce
a cation radical and an anion radical in polar media.

As for the MLCT triplet excited state of a Ru(Il) compound such as
Ru(bpy),**, a channel of T-T annihilation is energetically possible. Electron
transfer between excited-state metal sites is strongly exergonic (1.6 V) be-
cause of their excitation energies (2 X 2.1 eV), although disproportionation
of two Ru(ll) sites in the ground state is endergonic (2.6 €V). Therefore,
whether intramolecular T-T annihilation takes place or not is dependent on
the density of the excited chromophores in a binuclear compound and
Ru(II)-Ru(Il) interaction through an intervening ligand.

The intensity of the 532-nm laser was insufficient to convert 40 pmol/
dm? of Ru(bpy)y(bpbimH,)2* or [Ru(bpy),],(bpbimH)** to the MLCT ex-
cited state. To determine the production of the excited state, energy transfer
from the ruthenium(Il) compound to anthracene was used. Addition of
anthracene (<2 mM) quenched the phosphorescences and ESAs of
[Ru(bpy),(bpbimH ,)** and [Ru(bpy),(bpbimH,)Ru(bpy),]**. An ESA at
421 nm, which is assigned to the excited triplet state of anthracene (*A) (56),
was produced at the same rate as the decay of phosphorescence of the Ru(II)
compound.

®A production was estimated from the absorption change at 421 nm (56)
by using the molar extinction coefficient [52,000 dm>mol‘cm™ (57)]. The
®A production was proportional to the concentration of anthracene added
and the quenching efficiency (F,). The F, was determined from the decay
rates of the excited Ru(Il) in the absence and the presence of anthracene.

Although the excitation efficiencies were the same for the mononuclear
and the binuclear compounds because of the same absorbances at 532 nm
and the same excited-state lifetimes (556 ns), the conversion to the MLCT
triplet excited state were 77-83% for the mononuclear compound and
43-45% for the binuclear compound, respectively. The conversion of the
binuclear compound, lower than 50%, indicates that some quenching process
rapidly occurs between the excited Ru(Il) sites. Rapid T-T annihilation
between the Ru-bpy sites of the binuclear compound in the excited state
is the most probable explanation.

Ru*(bpy),(bpbimHz)Ru*(bpy),** — Ru*(bpy), (bpbimHy)Ru(bpy),**
1
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There was no absorption change due to production of Ru(IIl) [, =
3300 dm®molem™ (58)] and bpy~ coordinating to Ru(Il) [e5, = 12,000
dm?3mol ‘em™ (59)] after T-T annihilation, although intramolecular electron
transfer is energetically possible.

The following is an alternative explanation for the inefficient excited-
state population in the binuclear compound. The excitation of one metal site
is delocalized throughout the whole compound so that the MLCT band of
the other metal site is also bleached. However, this explanation does not
hold true because the molar difference extinction coefficient of the excited
binuclear compound at 460 nm obtained from the initial absorption change
and the production of *Ru?* was similar (9600 dm>mol *cm ™) to that (-8200
dm®mol~em™) of the excited mononuclear compound. The localization of
the excited state in one metal site of the binuclear compound is consistent
with weak Ru(II)-Ru(Il) interaction, as estimated from the small difference
in the emission energy between the mono- and binuclear compounds.
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Polypeptide and Protein Bridging
Ligands

Distance Dependence, Pathways, and Protein
Conformational States

Stephan S. Isied

Department of Chemistry, Rutgers University, New Brunswick, NJ 08904

Studies of intramolecular electron transfer across model peptides and
metal-modified proteins are reported in this chapter. Intramolecular
electron-transfer studies across polyproline spacers have been com-
pared in the following three different metal donor—acceptor series:
[(NHa)5OS-iSO-(PTO)n-C0(NH3)5], [(NHa)sOS-iSO-(PTO)n-Ru(NHg)sj
(iso is isonicotinyl-), and [(bpy):Ru-X-(Pro).-Co(NH ;)s], (bpy is 2,2'-
bipyridyl-, X is 4-carboxy-4'-methyl-2,2'-bipyridyl). In these studies
the electronic coupling factor B was measured to be ~0.3-0.4 A~
for the ruthenium—bipyridine series with n = four to six prolines,
in contrast to B ~ 0.9 A~! for the other metal-amine complexes with
n = one to four prolines. These experiments suggest the possibility
of observing rapid rates of electron transfer across 10 proline residues
(~40 A) in related ruthenium—bipyridine series. In the ruthenium-
modified proteins, intramolecular electron-transfer reactions with
histidine-33 ruthenium-modified cytochrome ¢ have shown that the
rate of intramolecular reduction of the heme of cytochrome c can be
changed by more than 5 orders of magnitude for different ruthenium
donor complexes. However, oxidation of the heme of cytochrome c
by the ruthenium—bipyridine complexes results in a rate that is sub-
stantially slower than predicted. Interpretation of these results using
a mechanism by which protein conformational change is associated
with the rate of electron transfer is proposed.
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DONOR—ACCEPTOR MOLECULES separated by synthetic peptides and pro-
teins have contributed significantly to our understanding and analysis of
intramolecular electron-transfer reactions in the past decade. The different
contributions in this volume attest to the variety of elegant experiments that
both demonstrate various aspects of electron-transfer (ET) theory and pro-
vide new challenges and questions for the theorist to answer in order to
interpret the new experimental results.

My group’s work in this area has centered around metal donor-acceptor
complexes separated by synthetic peptides and electron-transfer proteins
(Structure 1). We have designed simple model systems that emphasize cer-
tain properties of the bridging ligands, as well as of the donors and acceptors

Structure 1. Binuclear metal donor-acceptor complexes.

(I-5). Among the most exciting findings from our current work is the pre-
diction that long-range electron transfer across polypeptides should be ob-
servable over 30-40 A in reasonably short time scales (<1 ms) in related
proline-bridged systems. The role of the peptide in facilitating long-range
ET is also becoming more apparent from our experiments (6). This chapter
reviews the work done in my laboratory (2-11). However, several other
related studies on synthetic peptides and proteins can provide a more com-
prehensive view. In the field of synthetic peptides, the data of Schanze and
Sauer (12), Sisido et al. (13), and Farraggi et al. (14) are related to the current
results. In the protein area, studies by Gray and co-workers (15-18) on
ruthenium-modified cytochrome c are directly related to the work discussed
in this chapter. Other investigations of protein—protein complexes, including
the results of Hoffman and co-workers (19, 20) and of McLendon et al. (21),
are also relevant.

The first part of this chapter will review results with oligoprolines (2—6)
that suggest that electron transfer can occur across polypeptides at extremely
long distances. The second part reports related experiments with cytochrome
¢ proteins in which the protein is part of the donor or acceptor bridged
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component (7-11). The protein work has concentrated on the modification
of horse-heart cytochrome ¢ and other yeast cytochromes with ruthe-
nium-amine and polypyridine reagents. From this detailed study of
ruthenium-modified cytochromes, some aspects of the mechanism of intra-
molecular electron-transfer reactions and their relationship to protein con-
formational states in these molecules will be discussed.

Donor-Acceptor Molecules with Peptide Bridges

The versatility of the properties of metal donors and acceptors in controlling
the rate of intramolecular electron transfer across bridging ligands has been
demonstrated (I-6). Table I is a clear illustration of how the rate of intra-
molecular electron transfer can be changed by over a trillion times through
changes in the driving force (AG°) and the reorganization energy of the metal
donor and acceptor, with a constant bridging ligand (i.e., the same distance
between the metal centers). Similar results have been obtained for longer
bridging ligands containing the amino acid proline (4, 5).

In addition to driving force and reorganization energy, the distance
between the donor and acceptor can also change the rate of the intramo-
lecular electron-transfer reaction by many orders of magnitude. Although
the origin of this distance dependence has been assumed for many years to
be related mainly to electronic factors, recent work has demonstrated that
the outer-sphere reorganization-energy dependence on distance can be sub-

Table 1. Effect of Metal Donors and Acceptors
on Intramolecular Rates of Electron Transfer
— ———

m ' Q- -

M-M k (s7) AG(eV)

Os-Ru >5 X 10° -0.25
0s—Co 1.9 x 10° -0.15
Ru-Co 1.2 X 1072 +0.4

NOTE: In all cases, the M—M distance was 9.0 A.
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stantial and in some instances exceeds the electronic factor (4). Theory pre-
dicts that the rate of intramolecular electron transfer (k.,) will decrease with
distance according to the expression k., * e, where r is the edge-to-edge
distance between the donor and acceptor at which the reaction becomes
nonadiabatic (22). The electronic coupling factor B is a constant that is char-
acteristic of the electronic interaction between the donor and acceptor across
the bridging ligand.

Polyproline Bridging Ligand. Before introducing our results on the
rate of electron transfer, a short introduction to the properties of the poly-
proline bridging ligand, which has been the cornerstone of my group’s studies
on the distance dependence of electron transfer across polypeptides, will be

trans Cis

Chart 1. a, b: Structures of trans- and cis-proline polymers, respectively, from

fiber X-ray diffraction (29). c: Structures of trans- and cis-proline monomers.

Open circles are nitrogen atoms, closed circles are carbon atoms, and closed

circles that are connected by one bond to the main chain are carbonyl oxygen
atoms.
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given. The oligoproline peptides (Chart 1, a and b) proved to be reasonably
rigid molecules (23, 24) for studying long-range intramolecular electron trans-
fer as a function of distance between a donor and acceptor.

The structural rigidity of proline (Pro) oligomers in comparison to other
naturally occurring amino acids is due mainly to the cyclic structure of the
proline ring. The five-membered ring of the proline side chain restricts
rotation around the peptide bond, and this restriction results in cis—trans
conformational isomerism (21-32), as shown in Chart 1, c. Polyproline
bridges were used as rigid chemical spacers in early studies of energy transfer
between organic donors and acceptors (23, 24). In polar solvents the effi-
ciency of energy transfer follows the r° distance dependence for weak dipolar
energy transfer (33). The results of these energy-transfer studies show that
polyproline can be used as a spectroscopic ruler in the 10-60-A range
23, 24).

Fibers of polyproline crystallized from aqueous solution possess an all-
trans conformation (>95% trans). When the same polyproline is crystallized
from solvents of lower polarity, especially aliphatic alcohols, fibers of the cis
isomer are obtained instead. In Chart 1, a and b show the fiber structures
of cis- and trans-polyproline (34, 35). X-ray diffraction analysis of poly-I-
proline fibers shows clear structural differences between the cis and trans
forms. As can be seen in Chart 1, b, both proline oligomers are helical in
structure, with different unit cell properties. trans-Polyproline makes a left-
handed helical cycle every three residues, with a 3.12-A translation per
residue along the helical axis. In the cis isomer a right-handed helical turn
consists of 3 1/3 proline units with a 1.85-A translation per residue.

One of the interesting features of the fiber structure of these two proline
isomers (Chart 1, a) is the fact that the trans isomer possesses an extended
structure in which polar solvents can hydrate the peptide bonds and stabilize
the open structure. In less polar media the cis conformation is more compact
and is stabilized when the polymer turns the hydrocarbon part of the proline
residue to the weakly polar solvents. The conversion between trans- and
cis-polyproline isomers (Chart 1, a) occurs with a half-life of approximately
1-2 min at room temperature (enthalpy change AH* ~ 20 kcal mol; entropy
change AS* ~ 0) (36). (For high-molecular-weight oligomers, several hours
are required to complete this isomerization.) The interconversion between
the trans and cis isomers is known to be one of the slowest processes con-
trolling conformational changes in peptides and proteins (37, 38). The studies
described in this chapter were carried out in aqueous acidic media, under
conditions in which the extended trans conformation of the proline oligomers
is known to predominate (>95%) (39—43).

Distance Dependence. With this introduction to the proline bridg-
ing peptide and the sensitivity of inorganic donor-acceptor systems in con-
trolling rates of electron-transfer reactions, the [(NH;)5Os-L-Ru(NH);] (Os-
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L-Ru) series [where L is iso(Pro), and iso is the isonicotinyl group] will be
discussed as a function of the number of proline residues separating the
donor from the acceptor. Table II shows how the rate of intramolecular
electron transfer can be changed by more than 8 orders of magnitude as the
distance between the donor and acceptor is increased by the introduction
of additional proline residues. In this work the donors and acceptors are
kept the same and therefore this substantial change in rate must be attributed
to the distance dependence of the rate of intramolecular electron transfer.

For molecules with one, two, or three prolines, the temperature de-
pendence of the rate of intramolecular electron transfer has also been stud-
ied, and this information has been used to separate the distance-dependent
component from the electronic component of the reorganization energy.
This separation was done by using a modified version of the transition-state
expression where In k + AH*/RT is plotted vs. distance (Figure 1, Os-L-
Ru). From these plots the electronic coupling factor, B ~ 0.6-0.7 A™, can
be calculated for the Os-L-Ru series, where L is iso(Pro),. With data on a
similar series of molecules (the Os-L-Co series, where L is iso(Pro),) that

Table II. Intramolecular Rates of Electron Transfer, Activation Parameters, and
Distances for the [(NH,);0s-L-Ru(NH,);] Series

AH? AS? M-M

n  Os Ru  k(s?) (kcal/mol) (cal/deg mol)  (A)

0 >10° — — 9.0

1 3.1 x 10° 4.2 -15 12.1-12.3

2 3.7 x 10* 5.9 -19 14.4-15.1
-

3 3.2 x 102 7.4 -23 17.8-18.3

4 ~50 — — 20.9-21.5

NoOTE: L is iso(Pro),.
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In (k.) + AH%/RT
20t ,[ 1
R~
ln (ket) _—'>

101 b
]

0 A A L A A 2 1 A A L

8 12 16 20

Distance, A

Figure 1. Plot of In k. vs. distance (lower curve) and In k. + AH?/RT uvs.
distance (upper curve) for the [(NH;)sOs"-L-Ru'(NH;)s]** series; n = 0—4.

we synthesized and studied earlier, Endicott (44) obtained a slightly higher
B for the Os-L-Co series of molecules. In the Os-L-Co molecules, the rate
of electron transfer occurs at significantly lower time scales because of the
larger reorganization energy of the Co(III) metal center. This reorganization
energy may be expected to produce more conformational variability of the
bridging ligand—especially in the longer proline bridges (n ~ 3 or 4). If
direct metal-metal overlap or overlap through the solvent in these two
systems is negligible, then one would expect similar results to be observed
for B in both systems.

A very important assumption involved in this analysis is that the reor-
ganization energy is associated with the activation enthalpy of the reaction
with no entropic contributions. This assumption is justified because the
donor and acceptor are hydrophilic and similar in nature. The charge on
the precursor and successor complex in the electron-transfer reaction is also
the same [Os(II)Ru(III) = Os(III)Ru(II)].

For a metal-to-metal distance of 21 A, a rate of 50 s™! was observed (5).
The driving force for these reactions in Table II is small; reduction potential
E° ~ 250 mV. This observation that rapid rates of electron transfer can be
obtained at these long distances (21 A) even with these small driving forces
suggests that rapid electron transfer should be observable at much longer
distances with proper control of the driving force and the reorganization
energy.
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Polyproline Complexes. To achieve these longer-range electron
transfers, a new series of polyproline complexes (I) was designed and syn-
thesized (bpy is 2,2'-bipyridine) (6).

0]
[
[(bpy);Ru"(bpy)--C--(Pro),~O-Co™(NH;)s]

Series 1

These complexes have been assembled from the reaction of [(bpy),Ru”(bpy-
COOH)] and [(NH 3);Co(Pro),OH] by using standard peptide synthetic tech-
niques (45). The reason for choosing the ruthenium bipyridine system is the
availability of the Ru(I) oxidation state (more accurately described as Ru"L?®),
which is a very strong reductant; E° = -1.3 V vs. NHE (normal hydrogen
electrode). The reduction potential for the Ru"" couple is expected to be
similar to that for [Ru(bpy);], E° = —1.2 V vs. NHE. (See, for example, ref.
46.) With such a strong reducing agent, the intramolecular electron-transfer
reaction can then take place with much larger driving forces than in the
[(NH 4);Os-iso(Pro) ,-Ru(NH)5] series. Furthermore, the Ru(III) bipyridine
can be used as an oxidant when other Ru(II) reductants are used.

The series of complexes (I) were purified and characterized by several
physiochemical techniques. The circular dichroic (CD) spectra of series 1
(n = 1-7) are shown in Figure 2. As the number of proline residues increases
from 1 to 4, a significant shift to lower energy is observed in the CD spectra.
Beyond n = 4, no significant changes are observed. This shift is attributed
to the formation of the polyproline II left-handed helix (6). Similar results
were obtained earlier on related molecules by using **C and '"H NMR spec-
troscopy (5). Other evidence for the secondary structure of the polyproline
helix came from early studies by Stryer and Haugland (23) and Gabor (24)
on similar polyproline peptides bridged by donor and acceptor molecules of
the type, D--(Pro),—-A, where n is 1-12 prolines, A is the dansyl energy
acceptor at the amino proline terminal, and D is the naphthyl donor at the
carboxyl proline terminal. Their studies showed that for energy transfer
across polyprolines (n = 5-12), the efficiency of energy transfer decreases
with the increasing number of proline residues. This decrease indicates
a 50% transfer efficiency at 34.6 A and shows the r¢ dependence predicted
by Férster (33) for weak dipole—dipole coupling.

Figure 3 shows how the rate of electron transfer changes with the num-
ber of prolines separating the ruthenium and the cobalt. Intramolecular
electron transfer does not decrease as fast as expected if the number of
proline units between the donor and acceptor adopts the secondary helical
structure (Figure 3). Furthermore, the temperature dependence of the re-
action (Figure 4) demonstrates that the distance dependence is mainly con-
trolled by electronic effects because the change in temperature does not
change the slope of the plot.

An electronic coupling factor, B ~ 0.3-0.4 A, is calculated for this
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Figure 3. A plot of In k., + AH*/RT vs. the number of proline residues for

n = 2-6 prolines. The smaller slope for n = 4-6 corresponds to the stabili-
zation of the polyproline secondary structure.
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Figure 4. Temperature dependence of the rate of intramolecular electron trans-
fer for the complexes Ru-iso(Pro).-Co (1), for n = 4-6.
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series of molecules. This B can be compared directly with that in the earlier
systems. The more facile intramolecular electron-transfer reaction in these
longer prolines may be attributed to a better matching of the orbitals of the
donor with that of the bridge. This improvement may reflect changes in the
electronic structure of the polyproline bridge after it has adopted the helical
structure (Structure 2). Regardless of interpretation, the original point made
in this chapter that electron transfer can be observed at rapid rates over
40 A is now further strengthened, because the distance between the Ru and
the Co in these series is approximately 30 A.

Exchanging the Co(III) acceptor with the Ru(III) or other acceptors with
much lower inner-sphere reorganization energy is one approach to further
extend the distance dependence of intramolecular electron transfer to ~40
A (i.e., 10 proline residues separating the donor and the acceptor). We are
currently carrying out these experiments (6).

Electron transfer across rigid hydrocarbon spacers has been elegantly
demonstrated on a variety of systems, starting with the pioneering work of
Miller and Closs (47). Different organic hydrocarbon spacers have been
investigated by Closs, Dervan, Padden Row, and others; these studies are
summarized in ref. 47. It is desirable to compare saturated organic hydro-
carbon spacers and peptide spacers. Although the current data is limited, a
qualitative comparison indicates that electronic transmission across peptides
is more facile than across saturated hydrocarbons (a lower B was observed
for the peptide bridging groups).

Protein Donor-Acceptor Complexes

We have shown that it is possible to extend the concept of donor—acceptor
complexes to an electron-transfer protein by covalently attaching a well-
defined transition metal complex to a specific amino acid side chain in the
protein (7-9). Using a variety of ruthenium-amine complexes to modify
horse-heart cytochrome ¢, we isolated ruthenium-modified proteins in which
the modification by the ruthenium complex occurs at the His-33 position.
Variation of the type of Ru(II) complex attached to the cyt ¢ can change the
protein moiety from an acceptor to a donor.

When the modified protein [cyt c-Ru(NH,);] is prepared in the

g — CO(NH:;)s

N
(®py)Ru_ N
CHy

Structure 2. Stabilized secondary structure adopted by type I complexes, Ru-
iso(Pro),-Co, for n = 6. Similar helices are present for n = 4 and 5.
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Ru(Il)cyt c(I11) state and then reduced with a variety of radicals generated
by pulse radiolysis techniques, intramolecular electron transfer from the
ruthenium site to the heme site occurs with a rate constant, k = 53 s,
AE® for cyt ¢ = 0.26 V, and AE® for [(NH ,)sRu™(His)] = 0.10 V. Similar
results have been obtained by flash photolysis techniques (11). The tem-
perature dependence, concentration dependence, and pH dependence of
this electron-transfer reaction were investigated. The results of this inves-
tigation showed that the rate of electron transfer is independent of concen-
tration and moderately sensitive to temperature (AH* ~ 3.5 kcal M~ and
AS* ~ -39 eu). The electron-transfer reaction is independent of pH through
pH 5-9; then it increases below pH 5 as the native conformation of the cyt
¢ changes (9).

The observation that intramolecular electron transfer between the ru-
thenium site and the heme site occurs at distances of 12-15 A is extremely
significant, because it represents the first observation of an intramolecular
electron-transfer reaction within an electron-transfer protein. The magnitude
of the rate constant, 53 s, is similar to other rate constants that are known
to occur within the native cyt ¢ molecule (8, 9). This finding led us to question
whether the unimolecular rate observed is rate-limiting in electron transfer
(eq 1) or in a protein-associated conformational change (eqs 2a and 2b).

ket
Ru'cyt ¢ —— Rucyt c" (1)

where k., is the rate constant for intramolecular electron transfer

Ru'cyt ™! LN Ru"*cyt ¢! (2a)
Ru™cyt ¢! LN RuMcyt ¢! (fast) (2b)

and k, is the rate constant for a protein conformational change (8-11).

To answer this question, a series of related ruthenium molecules that
are more oxidizing than cyt ¢ were synthesized and characterized. The redox
potentials of the Ru(II)/(III) couple, greater than 0.26 V, allow one to reverse
the direction of electron transfer in the modified cyt ¢ such that electron
flow in the Ru(Ill)cyt c(II) is from the heme to the ruthenium. Thus, one
can change the heme of cyt ¢ from an electron acceptor to an electron donor.
The rationale behind these experiments is rather simple; if the unimolecular
rate observed is rate-limiting in electron transfer, then similar variation in
rates of electron transfer should be observed for reduction and oxidation
(10).

Structure 3 shows the structure of cyt ¢ and the positions of the heme
relative to the ruthenium-modified sites. Table III summarizes the rates of
intramolecular electron transfer for the reduction and oxidation of cyt ¢ by
a number of ruthenium complexes.

The rate of reduction of cyt ¢ can be changed by more than 5 orders of
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o
aS=0

Structure 3. Ruthenium-modified cytochrome c showing the relative position
of the heme and the ruthenium sites.

magnitude, depending on the redox potential and the reorganization energy
of the ruthenium-modified species (Table III). Two types of complexes co-
ordinated to His 33 of cytochrome ¢ can be identified. In the first type,
electron transfer takes place from (or to) a ruthenium t,, orbital. This con-
dition is satisfied for the oxidation and reduction reactions of cytochrome ¢
by the different ruthenium complexes (I-1I and V-VII in Table III). The
other type of reactions are those in which the electron is transferred from
a radical anion ligand attached to the ruthenium bound at the cis or trans
position to the imidazole moiety of the His 33. This condition is satisfied for
the reduction of cyt ¢ with reactions in complexes III-IV (Table III).

The ruthenium-modified proteins constitute an interesting series of mod-
ified proteins in which the distance between the ruthenium label and the
heme group is relatively well-defined. The variation in the reduction po-
tential of the ruthenium complexes allowed us to study, for the first time,
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Table III. Rates of Intramolecular Electron Transfer and Reduction Potential
of Ruthenium—Cytochrome ¢ Complexes

Intramolecular Direction

Ruthenium-Modified Cyt c E® (V) ET, k (s7) of ET
Native HH cytochrome ¢ 0.26 — —

(1) c-[(NH,),Ru(OH)](I1/11I) -0.01 5 x 10° Ru — heme
(IT) [(NH;)sRu]~(11/111) 0.13 55 Ru — heme
(1) [Ru(bpy)(bpy~)(py)]-(11/1I%) -13 2.8 X 10° Ru — heme
(IV) [Ru(bpy)(bpy )(im)-II/II*>  —1.3 2.0 x 10° Ru — heme
(V) [Ru(bpy).(py)]-(I1/I1I) 0.92 40 Heme — Ru
(VI) [Ru(bpy).(im)]-(IL/III) 0.79 55 Heme — Ru
(VII) [Ru(bpy)(terpy)]-II/IIL)* 0.74 40 Heme — Ru
(VII) [Ru(bpy),OH,]-(I1/1II) 0.65 40 Heme — Ru

“E° is the reduction potential of the cyt ¢ or substituted cyt c vs. the normal hydrogen electrode
(NHE).

bpy- is the bipyridine radical anion; bpy is bipyridine; py is pyridine; im is imidazole; and
terpy is terpyridine.

the reduction and oxidation of the cyt ¢ from a remote site, His 33, which
is approximately 15 A away from the heme group.

The scheme for studying the intramolecular electron-transfer step by
using pulse radiolysis techniques is outlined in Scheme I. In this scheme
oxidation of the Ru—cyt ¢ species by CO,* generates a nonequilibrium dis-
tribution between the Rucyt ¢™ and Ru™cyt c". The relaxation to equi-
librium distribution is then taken as a measure of the rate of intramolecular
electron transfer from the ruthenium site to the heme site or vice versa.
Similar reactions can be observed for the reduction of cyt ¢ with CO,® and

co; + RaWcyrc™ eag) + Ru cyr I
/ ket (ted) \ / ke (rem \
Rucyt T Rulleyr T RuTcy ™ Rulcyt oI

CO3" + Ru'! cytc

/ ket (ox) \

ancyt Mt —— Rnucyt cm

Scheme 1. CO,* and COy are radicals generated from a chemical precursor

by using pulse radiolysis techniques; COy® = Koy CO5 = Koor) CO,® was

generated in 0.1 M NaHCO,. CO; was generated in 0.1 M NaHCO;. e, was

generated in 0.13 M t-BuOH. All experiments were conducted at pH 7-8 in
0.05-0.1 M phosphate buffer.
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€4y (Scheme I). The first two entries in Table III clearly show that the rate
of reduction of cyt ¢ by the ruthenium—ammine complexes decreases with
a decrease in driving force. Thus, in going from [Ru(NH,),OH] to
[Ru(NH,);], the rate changes by an order of magnitude (10). This change is
consistent with a simple electron-transfer step that follows Marcus theory.
Further increase in driving force can lead to further increase in rate, as is
observed for the [(bpy),RuL] complexes. (The electron in these complexes
is localized on the bpy ligands, and therefore these complexes are more
correctly formulated as Ru"L*.)

A different type of behavior is observed for the cyt ¢ oxidation with the
ruthenium-bipyridine complexes, where the direction of electron transfer
is expected to be from the heme to the Ru(IIl) label. Three related cyt ¢
derivatives in this series have been characterized and studied. The main
difference between these ruthenium labels is in the driving force of the
reaction (Table III). The rates of oxidation of cyt ¢ in these three complexes
are equal within experimental error. The rate constant for this process is
~40-55 s~ This insensitivity of rate to driving force for these complexes,
as well as the magnitude of the observed rate constant, argues against a
simple intramolecular electron-transfer step as the rate-limiting step in these
reactions. Therefore the oxidation of cyt ¢ by this Ru™ label does not seem
to be limiting in electron transfer. Earlier we interpreted this phenomenon
in terms of a directional electron transfer (10). However, these data may be
accommodated by changes in the electron-transfer pathway (i.e., different
pathways are operational for ruthenium—ammine complexes than for the
ruthenium-bipyridine complexes). Further work is required to define the
molecular and electronic events that lead to these different rates.

In conclusion, we have shown that in simple donor—acceptor complexes
where peptides mediate between the donor and acceptor, rates of electron
transfer can vary over many orders of magnitude in a predictable way. In
proteins, however, electronic and conformational states may interfere with
electron-transfer rates through specific protein dynamical changes that take
control of the electron-transfer process. Understanding the elementary steps
associated with electron transfer will be one of the future aims that would
help in understanding the structure and function of electron-transfer pro-
teins.
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Dynamics in Charge-Transfer Processes
of Transition Metal Complexes
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Time-resolved and steady-state luminescence measurements were
used to probe the energetics and dynamics of solvation in two different
transition metal complexes. The metal-to-ligand charge-transfer ex-
cited state of Ru(bpy)(CN), (bpy is bipyridine) was studied in a
series of aliphatic alcohols, and the luminescent excited state of
Mo;Cl[P(CH;);], was studied in aprotic organic solvents. The en-
ergetics of excited-state solvation were evaluated from the shapes and
positions of the steady-state luminescence spectra recorded at low
(~10 K) and room temperatures. The dynamics of excited-state sol-
vation were probed by time-resolved emission spectroscopy.

THE SOLVENT PLAYS A MAJOR ROLE IN GOVERNING the rates of electron-
transfer reactions in solution (1, 2). The solvent reorganization associated
with electron-transfer reactions in polar solvents is often the major contrib-
utor to the total reorganization energy (A). In recent years, questions have
arisen regarding the importance of solvent reorganization dynamics in con-
trolling the rates of fast electron-transfer processes (3—11). Models that treat
the solvent as a continuous dielectric medium are often used to describe
solvation energetics and dynamics, but the applicability of these models to
real chemical systems remains an open question. Electronic absorption and
emission spectroscopies are powerful techniques for probing the environ-
ments of molecules in solution (12-22). The energies and shapes of absorption
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and emission profiles correlate with solvent properties and empirical solvent
parameters and provide insight into the energetics of solvation. Time-re-
solved emission spectroscopy (TRES) is an important technique for exam-
ining the dynamics of solvation of excited molecules, as well as the solvent
dynamics associated with fast electron-transfer processes (23—55).

The equilibrium positions of nuclei in molecules generally shift as a
consequence of electronic excitation. Such a shift produces broad spectral
profiles and, in some cases, vibrational fine structure. If only solvent nuclei
change their equilibrium positions, the energy of the steady-state absorption
or emission maximum directly reflects the difference in position along the
solvent coordinate of the initial and final states. Similar information is con-
tained in the breadths of the bands. When internal-mode distortions accom-
pany electronic excitation, it is more difficult to extract information about
the solvent configuration because the band shape and position also reflect
internal-mode rearrangements. To characterize the energetics of solvation
of an excited molecule, internal-mode contributions to the absorption or
emission profiles must be factored out. Once the solvent contribution to the
band shape has been determined, the resulting solvent reorganization ener-
gies can be correlated with solvent dielectric properties.

Because electrons move much faster than nuclei, a short laser pulse can
be used to prepare a molecule in a nonequilibrium solvation environment.
Following excitation, the solvent will rearrange to accommodate the new
electron distribution and geometry of the excited molecule. The position
and shape of the emission band reflect, in part, the solvation environment;
therefore the time evolution of the emission profile can be used to monitor
the dynamics of the approach to equilibrium solvation.

Most previous investigations of solvent reorganization dynamics have
involved organic probe molecules, especially laser dyes. There are, however,
many luminescent metal complexes that can serve as probe molecules in
these experiments. One unique feature of metal complexes as compared to
organic chromophores is their shape: the organic probes tend to be large
flat molecules, but metal complexes can be a variety of shapes (e.g., flat,
cylindrical, or spherical). Ruthenium-bipyridine complexes, for example,
are roughly spherical and have long-lived (>100 ns) luminescent charge-
transfer excited states. The time-resolved emission spectra of one member
of this class of molecules, Ru(bpy),(CN), (bpy is bipyridine), have been
examined in alcohols near the glass transition (39). We extended this study
to higher temperatures (-20 °C) and faster time scales (>20 ps) in a series
of aliphatic alcohols. In addition, we performed a band-shape analysis of the
steady-state emission spectra of Ru(bpy),(CN), in alcohol solvents to char-
acterize the energetics of solvent reorganization about the excited molecule.

Ru(bpy),(CN), suffers from two shortcomings for solvent dynamics ex-
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periments: a low radiative rate constant (the luminescent state is formally a
triplet) and low solubility in aprotic solvents. We therefore initiated TRES
studies of a second luminescent metal complex, Mo,Cl,[P(CH;);],. This
molecule is soluble in most organic solvents (except alcohols), and steady-
state spectra suggest that its luminescent state has a respectable dipole
moment (vide infra). Furthermore, the fact that the luminescent excited
state is a singlet greatly facilitates TRES studies on picosecond time scales.
For these reasons we examined the picosecond time-resolved emission spec-
tra of Mo,Cl,[P(CH,),], in benzonitrile between 20 and —32 °C.

Experimental Details

Materials. All solvents used in this study were HPLC grade. Methanol
(MeOH), 1-propanol (PrOH), 1-butanol (BuOH), and absolute ethanol (EtOH) were
refluxed over Na, distilled, and stored under Ar over molecular sieves (3 A for MeOH,
4 A for higher alcohols). Tetrahydrofuran (THF) was refluxed over Na—benzophenone,
distilled, and stored under vacuum over Na-benzophenone. Hexanes (bp 68-69 °C)
were refluxed over NaK alloy, distilled, and stored under vacuum over NaK. Meth-
ylene chloride (CH:Cl,), chloroform (CHCI;), and acetonitrile (CH;CN) were re-
fluxed over CaH, distilled, and stored under vacuum over molecular sieves (4 A for
CH;Cl, and CHCls, 3 A for CH,CN). Ethyl acetate, diethyl ether, butanone, di-
methyl sulfoxide (DMSO), and benzonitrile were stored under vacuum over 4-A
molecular sieves.

cis-Ru(bpy)s(CN), was prepared and purified by published procedures (56, 57).
Purity was determined by TLC on silica, developed with methanol. Mo,Cl,[P(CH )],
was prepared according to a published procedure (58). Sample purity was evaluated
by absorption spectroscopy. Samples for steady-state and time-resolved emission
spectra were kept under vacuum in sealed fused-silica cuvettes.

Data Collection. Steady-State Emission Spectra. Emission spectra were re-
corded on an instrument constructed at Brookhaven National Laboratory (59). Sam-
ples for low-temperature spectra were held under vacuum in sealed 4-mm-o.d. fused-
silica tubes and mounted on the cold head of a closed-cycle refrigerator. Identical
configurations were used for room-temperature and low-temperature spectra.

Time-Resolved Emission Spectra. Picosecond time-resolved emission spectra
were recorded following excitation with a vertically polarized 30-ps pulse
(MoCl{P(CHj);]4, 532 nm; Ru(bpy):(CN);, 355 nm) from a flashlamp-pumped, ac-
tively—passively mode-locked Nd:YAG laser. Emitted light passed through an ana-
lyzing polarizer, then was dispersed by a spectrograph and directed to the entrance
slit of a streak camera. The instrument response time was 35-40 ps (59). Time-
resolved emission spectra were recorded with the analyzing polarizer set to the “magic
angle” (54.75° from vertical) (60). Time-resolved fluorescence depolarization meas-
urements were performed without dispersion of the emission spectrum by using
parallel (0°) and perpendicular (90°) orientations of the analyzing polarizer (61).
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Results

Ru(bpy)s(CN),. Steady-State Emission Spectra. The room-temper-
ature and low-temperature emission spectra of Ru(bpy),(CN), in ethanol are
shown in Figure 1. At room temperature the emission profile is a broad,
asymmetric band. At 12 K a progression in a high-energy vibrational mode
can be resolved. The low-temperature spectra were fit to the model de-
scribed by eqs A3-A6 (see Appendix), in which a single quantum mode was
included, and the remainder of the internal-mode broadening was treated
semiclassically (dashed lines, Figure 1). The frequency of the quantum mode
for all of the alcohols, about 1300 cm™, contributed ~0.16 eV to the inner-
shell reorganization parameter (\,). The resonance Raman spectrum of solid
Ru(bpy)4(CN), exhibits, in addition to a 1317-cm ™ peak, intense features at
366, 663, 1024, 1172, 1485, 1557, and 1601 cm™ indicative of distortions
along these vibrational coordinates in the MLCT (metal-to-ligand charge-
transfer) excited state (62). The >1400-cm™ vibrations do not clearly con-
tribute to the low-temperature emission spectrum, and their contributions
to \;, have been neglected.

Assuming that the contribution to the bandwidth from solvent relaxation
during the lifetime of the excited state can be neglected at low temperatures,
and that the remaining inner-shell distortions can be represented by an

Emission Intensity

|
600 800 600 800

A, nm

Figure 1. Emission spectra of Ru(bpy):(CN); in EtOH. Left: 12 K. Right: room
temperature. Dashed lines are Franck—Condon fits to the spectra using one
quantum mode.
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average vibrational frequency of 600 cm ™, the semiclassical inner-shell dis-
tortion can be calculated (A;,; ~ 0.05 eV, eq A5). This calculation may be
combined with the quantum-mode reorganization to provide an estimate of
A ~ 0.21 eV for the Ru(bpy),(CN), MLCT excited state. The solvent re-
organization parameter (\,) can be determined from the breadth of the
room-temperature emission profiles by using the inner-shell distortion pa-
rameters obtained from the low-temperature spectra (eq A5). The resulting
A, values are 0.09 eV for MeOH, 0.11 eV for EtOH, 0.09 eV for PrOH,
and 0.07 eV for BuOH.

Time-Resolved Spectra. The luminescence lifetime of Ru(bpy),(CN),
is ~400 ns in alcohols at —20 °C. In the four alcohols studied, solvent
relaxation at this temperature was complete before there had been any
significant excited-state depopulation. The wavelength dependence of the
Ru(bpy)4(CN), luminescence decays in BuOH (-20 °C) are shown in Figure
2. The most striking aspect of these data is that the form of the emission
decay function is wavelength-dependent. At shorter wavelengths (<640 nm),
a large initial emission intensity rapidly decays to a smaller, constant value
(on the 2-ns time scale). At longer wavelengths (>680 nm), a rapid increase

Emission Intensity

Time, ne

Figure 2. Wavelength dependence of time-resolved emission profiles of
Ru(bpy){CN); in BuOH at —20 °C. Left, lower to upper: 614, 631, and 648
nm. Right, upper to lower: 665, 682, and 699 nm.
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in emission intensity follows excitation. Intermediate behavior is found at
wavelengths between these two extremes. This behavior is consistent with
an emission profile that shifts to the red following excitation. Similar behavior
was found for Ru(bpy),(CN), in MeOH, EtOH, and PrOH (at —20 °C), though
on different time scales.

To extract solvent relaxation dynamics from the time-resolved emission
decays, smoothing was effected by first fitting the single-wavelength decay
kinetics to multiexponential functions. A sum of three exponential functions,
convoluted with the instrument response function, provided adequate fits
to the data. The reconstructed time-resolved spectra generated from the
exponential decay parameters were then fit to symmetric Gaussian distri-
bution functions. The dynamics of solvent relaxation are given by the cor-
relation function, C(t) (eq 1) (31-54)

o) — (@)
O = oy = @) W
where (v(t)) is the mean value of the spectral distribution function at time
t. Because the time-resolved emission spectra of Ru(bpy),(CN), were fit to
symmetric functions, (v(t)) is simply given by the peak maxima of these
spectra. The resulting C(t) functions are biphasic for Ru(bpy),(CN), in EtOH,
PrOH, and BuOH at —20 °C. A single exponential function describes C(t)
in MeOH at —20 °C, but it is likely that faster components are lost because
of the limited time resolution of the TRES apparatus. A plot of C(t) for
Ru(bpy),(CN), in BuOH appears in Figure 3, and the C(t) exponential fitting
parameters appear in Table 1.

Mo,Cl,[P(CH,);],. Steady-State Emission Spectra. The binuclear
metal complex Mo,Cl,[P(CH,),], fluoresces from its lowest-lying excited
singlet state (58). This excited state is described as a 83* metal-localized
excited state in molecular orbital models (58, 63) and as a metal-to-metal
charge-transfer (MMCT) excited state in valence bond models (64). The
excited-state lifetime is ~140 ns. In contrast to its absorption spectrum, the
emission spectrum of Mo,CIl,[P(CH,);], at room temperature in fluid so-
lution is very sensitive to the solvent (Figure 4). The emission maxima appear
at lower energies, and the bandwidths increase with increasing solvent po-
larity.

The reorganization energy associated with the luminescent transi-
tion was determined from the room-temperature emission spectra of
Mo,C1,[P(CH;),],. If solvent reorientation is treated as a single classical
nuclear coordinate described by harmonic potential surfaces with equal force
constants in the ground and excited states, then every vibronic line in the
spectrum can be represented by a Gaussian line shape. Under these cir-
cumstances, the first moment of the total emission spectral distribution

In Electron Transfer in Inorganic, Organic, and Biological Systems; Bolton, J,, € a.;
Advances in Chemistry; American Chemical Society: Washington, DC, 1991.



Publication Date: May 5, 1991 | doi: 10.1021/ba-1991-0228.ch016

16. ZHANG ET AL. Solvent Reorganization Energetics and Dynamics 253

. I [
T

°
-

C(t)
0.5

0.0

0.0 0.5 1.0 1.5
Time, ns

Figure 3. Solvent relaxation correlation function C(t) (eq 1) for Ru(bpy)s(CN ),
in BuOH at -20 °C.

Table 1. Kinetic Parameters for Solvent Relaxation
in the MLCT Excited State of Ru(bpy),(CN),

Solvent a; 7 T,

MeOH — —_ 34
EtOH 0.74 26 114
PrOH 0.60 94 332
BuOH 0.49 156 513

NoTE: For biexponential relaxation functions, a, is the coefficient
of the exponential with decay time 7, and (1 — a,) is the coefficient
of the exponential with decay time 7,. Decay times are in pico-
seconds.

function I,(v) (eq A3) will depend linearly upon \,. After correcting for
the v3-dependence of spontaneous emission, the first moments of the
Mo,Cl,[P(CH),], emission profiles were determined by numerical integra-
tion. The emission spectrum in hexanes was chosen as a reference: The
spectrum was assumed to arise solely from internal-mode distortions, and
the solvent reorganization energy was assumed to be zero. Because
Mo,Cl,[P(CH,);], absorption spectra are not particularly sensitive to the
solvent, half the difference between first moments in the spectrum of
Mo,Cl,[P(CH,),], in hexanes and that in a polar solvent provides an estimate
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1.0 A

Intensity
o
w

0.0 - n
20 15
v, 103 em™

Figure 4. Absorption (left) and emission (right) spectra of Mo;CL{P(CH 3);] 4
in hexanes (dashed curve) and benzonitrile (solid curve) at room temperature.

for A, The results of these calculations are set out in Table II. Continuum
models predict that the solvent reorganization parameter should depend
upon the dielectric function F, (eq 2) (65)

_ 3(€s - €op)
BT e + Diep + 1] @

Table II. Solvent Reorganization Energies
for Mo,Cl1,[P(CH,),],

Solvent F[ Aout (eV)
Hexanes 0.0 0.0
Chloroform 0.114 0.024
Ethyl ether 0.121 0.011
Ethyl acetate 0.154 0.017
Tetrahydrofuran 0.165 0.018
Dichloromethane 0.173 0.032
Benzonitrile 0.197 0.027
Dimethyl sulfoxide 0.220 0.032
Butanone 0.221 0.024
Acetonitrile 0.247 0.042

NortE: Energies are determined from steady-state emission spectra
in aprotic solvents at 293 K. The solvent dielectric parameter F, is
defined in eq 2. Dielectric data are taken from ref. 67.
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where €, and €, are the static and optical dielectric constants of the solvent,
respectively. The magnitude of \,,, for the Mo,Cl,[P(CH),], excited state
generally increases with the solvent dielectric parameter F,, but the rela-
tionship is not linear (Figure 5). The solid line in Figure 5 was calculated
by using a model that treats the solute as a sphere of low internal dielectric
constant (€;,, = 2.5) embedded in a continuous dielectric medium (66). A
partial charge (0.4 electron) was assumed to transfer from one metal to the
other (2.1 A) within a sphere of 3.96-A radius [the value obtained from an
analysis of the rotational correlation time of Mo,Cl,[P(CH,);], in benzoni-
trile; vide infra]. The dipole moment corresponding to this charge transfer
is 4 D. The partial charge transfer is consistent with the mixed character of
the excited state. Although these parameters provide a satisfactory fit to the
data, it is important to remember that this treatment is based upon a di-
electric continuum description of the solvent. The deviations from the cal-
culated curve can be the result of specific solute—solvent interactions.

Time-Resolved Emission Spectra. No spectral evolution was observed
in the time-resolved emission spectra of Mo,Cl,[P(CH;);], in benzonitrile
between 20 and —32 °C (the depressed freezing point of the solutions was
near —35 °C). This finding places an upper limit of ~5 ps on the solvation
time for benzonitrile at —32 °C. Though solvent reorientation dynamics were
beyond the time resolution of the instrument, the rotational dynamics of

0.05

0.03

Aous €V
>
o

0.02

001 o

0.00 1 L
0.0 0.1 0.2 0.3

F

Figure 5. Solvent dielectric function (F;) dependence of \... for

Mo CL[P(CH;)s],. Solid line was calculated from a single-sphere dielectric

continuum model. Solvents are oxygen donors (O), nitriles (D), and chloro-
carbons (A).
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Mo,Cl,[P(CH,),], were measurable. Solute rotational dynamics were de-
termined in the 20 to —32 °C temperature range by time-resolved fluo-
rescence depolarization (61). The data for parallel and perpendicular polar-
izations (relative to vertical excitation polarization) were fit to eq A7 (Figure
6). The tumbling dynamics are adequately described by a single exponential
rotational time constant 7, that is strongly temperature dependent. The

Intensity
0.5

0.2

r(t)

0.1

0.0

i
—+ }
1
Time, ns

Figure 6. Top: Time-resolved fluorescence depolarization kinetics for

Mo;Cl[P(CH )s] s in benzonitrile at —32 °C. Bottom: Rotational correlation

function derived from Mo;Cl,/P(CH);]; depolarization kinetics. The dashed
line is a fit to a single exponential decay function.
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magnitude of T, increases by a factor of 5.5 between 20 and -32 °C [T (K),
7, (ps): 293, 86; 273, 106; 258, 174; 248, 396; 241, 470]. The rotational
correlation time is expected to depend upon solvent viscosity, m, according
to eq 3 (61)

1 kT
© " Vn ®)

where kj is the Boltzmann constant, T is absolute temperature, and V is
the effective volume of the solute molecule. Taking m = 1.34 cP at 20 °C
(67) (interpolated value) gives a solute volume of 260 A%, corresponding
to a sphere of radius 3.96 A. Plots of In(t,T) vs. T™! are not linear, perhaps
owing to the deviation from Arrhenius behavior of the solvent viscosity near
the freezing point.

Discussion

Ru(bpy)4(CN);.  Continuum models are generally the first recourse
for discussions of solvation properties. As was shown in Figure 1, a dielectric
continuum model adequately describes the breadths of the Ru(bpy),(CN),
steady-state emission profiles. Specific solvation effects, especially hydrogen
bonding, can complicate the analysis, but the general trend appears to be
described by bulk solvent properties. The dynamics of microscopic solvation
can also be described by continuum models. In a Debye-type dielectric, the
approach to equilibrium of the dielectric polarization following an instan-
taneous change in the permanent dipole moment of a spherical solute is
exponential, with a time constant 7, given by eq 4 (3—11, 68, 69)

TL = (:_w) Tp “)

where 7, the Debye time, is the exponential time constant for the approach
to equilibrium polarization following an instantaneous change in the external
electric field (70-72). The high- and low-frequency dielectric constants, €.,
and e, respectively, arise from the dielectric dispersion of the medium.
Alcohols are not simple Debye solvents and are reported to have three
regions of dielectric dispersion. The highest frequency component is attrib-
uted to rotation of free hydroxyl groups, the mid-range component to re-
orientation of free alcohol molecules, and the low-frequency component to
disruption of hydrogen bonds in alcohol aggregates (Table III) (73). In
MeOH, EtOH, PrOH, and BuOH, the low-frequency process accounts for
the major part of the dielectric constant. The definition of 7., for alcohols is
also complicated. A different value of €., is associated with each of the three
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Table III. Dielectric Relaxation Properties of Aliphatic Alcohols

Alcohol Tp3 Tpg Tpi €1 €1 Tu
MeOH — — 154 43.2 6.40 23
EtOH — — 632 31.4 4.85 98
PrOH 4 34 1920 27.4 3.92 274
BuOH 3.5 50 3145 23.6 3.65 486

NoTE: Relaxation times at 253 X are in picoseconds. Data are taken from ref. 73.

regions of dielectric dispersion. These values differ from the optical dielectric
constant €,,, which is equal to the square of the refractive index of the
medium and which is commonly used for €., in nonassociated solvents. The
significance of this complication is especially clear in BuOH where, de-
pending upon the choice of €., T, can vary by almost a factor of 2 (e.; =
3.65; €,, = 1.96). The 7, values in Table III were calculated from eq 4 by
using the €01, €21, and Tp; values in ref. 45 (€., refers to the lowest frequency
region of dielectric dispersion, Tp; > Tpy > Tpg)-

In light of the complex dielectric relaxation behavior of the medium, it
is not surprising that the solvent relaxation dynamics for the Ru(bpy),(CN),
MLCT excited state are biphasic in alcohols. Comparison of the data in
Tables I and III reveals that the slower solvent relaxation time (7,) is in fair
accord with the low-frequency longitudinal dielectric relaxation time ()
for the four alcohols examined in this work. The contributions of the two
relaxation times to their corresponding relaxation functions, however, are
quite different. Although the dispersion region with time constant 7; cor-
responds to the largest part of the dielectric constant in these alcohols, 7,
represents less than half of the observed microscopic solvation dynamics.

These results are similar to other reports of solvent relaxation about
excited chromophores in alcohols (32, 33, 36, 41, 42, 50, 53, 54). Biphasic
relaxation kinetics are typically observed, and one relaxation time is generally
comparable to ;. In some reports the slowest relaxation time is longer than
711, but faster components are also observed. Few of the systems used thus
far have been free of potential hydrogen-bonding interactions. It is, there-
fore, difficult to assess the importance of this specific interaction, and many
aspects of solvent relaxation dynamics in alcohols remain unresolved.

Mo,Cl,[P(CH;);],. The steady-state emission spectra of Mo,Cl,-
[P(CH 3),], are strongly solvent-dependent, and the variations are in general
agreement with a dielectric continuum model. As in the case of
Ru(bpy),(CN),, specific solute—solvent interactions are also likely to be im-
portant in Mo,Cl,[P(CH,),], because the vacant axial sites at the two metal
centers could be occupied by strong donor solvents. In this regard, it is
surprising that the absorption spectrum of Mo,Cl,[P(CHj;);], varies so little
with solvent; the shift in absorption maximum between hexanes and ben-
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zonitrile is only 60 cm ™. In contrast, the shift in emission maximum between
these two solvents is 700 cm™. The simplest explanation of these results is
that donor solvents interact much more strongly with electronically excited
Mo,Cl,[P(CH;);], than with the ground-state species.

The dielectric properties of benzonitrile are presented in Table IV
(74-76). Unlike alcohols, benzonitrile exhibits simple Debye relaxation prop-
erties, although there is some uncertainty in the magnitude of 7. The choice
between €, and €., (2.24 and 3.80, respectively) adds even more uncertainty
to the value of 7. The Debye time for benzonitrile has been reported for
temperatures between 15 and 40 °C (76), but data are not available for
temperatures as low as —32 °C. A rough estimate for the Debye time of
benzonitrile at this temperature can be obtained from the Mo,Cl,[P(CH )],
rotational correlation times. Both 7, and 7, are believed to depend approx-
imately linearly on solvent viscosity (61, 70). Assuming that the effective
solute volume remains constant, a value of n = 6.0 cP can be estimated for
benzonitrile at —32 °C. Given a room-temperature Debye time of 16 ps, T,
is estimated to be 87 ps at —32 °C. This gives 7, = 13 ps, provided that
€./€, remains approximately constant. On the basis of these estimates of
dielectric relaxation times, the time-resolved emission spectra of
Mo,Cl,[P(CH,),], indicate that solvent relaxation time about the excited
metal complex is shorter than or equal to 7. This result differs from some
other measurements of solvent relaxation in nitriles, where observed relax-
ation times are 2 to 5 times longer than 7, although none of the observed
relaxation times exceed 5 ps (32, 50, 53).

Caveats. Analyses of the time-resolved emission spectra and their
interpretation in terms of solvent reorientation dynamics are complicated
by several factors. In the first instance, both the Ru(bpy),(CN), and

Table IV. Measured and Estimated Dielectric
Properties of Benzonitrile

T (K) TDa,b TLa,c
323 9 1.4

313 11 1.7

303 13 2.0

293 16, 38¢ 2.4, 5.7¢
283 18 2.7

241 87¢ 13¢

“Relaxation times are in picoseconds.

*Data are taken from ref. 76.

°r;, was calculated according to eq 4 by using €5 = 25.2 and €. =
3.80. Data are taken from ref. 75.

“Data are taken from refs. 74 and 75.

Estimate from fluorescence depolarization determination of solvent
viscosity. The (depressed) freezing point of the solution was ~238
K. See text.
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Mo,Cl,[P(CH;);], complexes were excited with laser pulses significantly
above the origins of the emission bands (~1.4 and 0.3 eV, respectively). This
excess energy is ultimately deposited into the solvent, where it leads to local
heating. The resulting temperature gradient could complicate the solvent
relaxation dynamics. Furthermore, in Ru(bpy),(CN),, the above-threshold
excitation will likely populate the singlet MLCT state before the triplet. No
clear evidence for singlet emission was found in Ru(bpy)y(CN),, a finding
that suggests that the intersystem crossing time is much shorter than the
time resolution of our TRES apparatus. The presence of such fluorescence,
however, could confuse the analysis of the solvent relaxation dynamics.

The spectral models described in the Appendix also include a number
of assumptions. The most tenuous could be the Condon approximation,
which states that the transition dipole, and hence the electronic wave func-
tions, are independent of all nuclear coordinates, including those of the
solvent. This may be a poor assumption; the wave functions describing
MLCT and MMCT excited states could depend directly upon the solvent
orientation because the electric field experienced by the molecule will vary
substantially with solvent orientation. It is well known from Stark-effect
spectroscopy that excited-state wave functions can be significantly perturbed
by external electric fields (77). Fleming and co-workers have proposed a
similar explanation for the rapid fluorescence depolarization dynamics found
with coumarin 153 in alcohol solvents (33). Finally, specific interactions
between solute and solvent may vitiate any comparison between solvation
dynamics of these excited chromophores and bulk solvent dielectric relax-
ation properties. Clearly, the systems to be studied must be selected with
care, and the observations interpreted with caution.

Summary

Excitation of Ru(bpy),(CN), in alcohol solvents to a thermally equilibrated
MLCT excited state requires, depending upon the alcohol, 0.07-0.11 eV of
solvent reorganization. At —20 °C this solvent reorientation proceeds on a
subnanosecond time scale and the function describing solvent relaxation is
biphasic. Formation of excited Mo,CIl,[P(CH,);], in aprotic polar solvents
is accompanied by 0.01-0.04 eV of solvent reorientation energy. The dy-
namics of this reorientation in benzonitrile are faster than 5 ps, even at
temperatures as low as —32 °C. At this temperature, fluorescence depolar-
ization measurements suggest that the solvent viscosity increases to nearly
5 times its room-temperature value. For both Ru(bpy),(CN) in alcohols and
Mo ,Cl,[P(CH),], in benzonitrile, solvent relaxation proceeds on a time scale
greater than or equal to the longitudinal dielectric relaxation time.

Appendix: Data Analysis

Steady-State Emission Spectra. The conventional description of
radiative transitions predicts that the total spontaneous emission probability
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per unit time, w, for a molecule in a condensed phase is given by eq Al

78
w= | [”— (%) ] AT Lo dv (A1)

in which n is the refractive index and e is the dielectric constant of the
medium, both at frequency v; E, is the effective electric field at the chrom-
ophore and E is the macroscopic electric field; ¢ is the speed of light; and
I ,,(v) is the emission probability per unit frequency interval at frequency v
for the electronic transition from state a to state b. The function I,,(v) is
given by eq A2

Iab(v) = Avm 2 | (q,am | Mab | q’bn) |2 8(Eal'n - Ebn - hV) (A2)

in which Av,, indicates a Boltzmann average over initial vibrational states
W s 2, is a sum over all final states ¥,,; M, is the dipole transition operator;
d is the Dirac delta function; and h is Planck’s constant. Internal-mode
distortions can be treated as harmonic oscillators both quantum mechanically
and semiclassically, and solvent reorientation is generally described classi-
cally. Invoking of the Condon approximation leads to eq A3

Iab<v) = (Mab)2 H { 2 €xp (_n—;::'_;)') 2 I <Xam, | an,) I2 g (n,m,v)} (AS)

in which the repeated product extends over the quantum-mechanical modes,
Xam, is the vibrational wave function for mode i in vibrational state m of the
initial electronic state a, Xbn, is the vibrational wave function for mode i in
vibrational state n of the final electronic state b, and # is h/2w. The squares
of the vibrational overlap integrals (i.e., the Franck—Condon factors) are
given by recursion relations for the Hermite polynomials (79), and it has
been assumed that the vibrational frequency w, is the same in states a and
b. The line-shape function g(n,m,v) is taken to be Gaussian and to contain
broadening contributions from both the internal semiclassical modes and the
classical solvent mode (eqs A4—A6) (80).

_ — Ay — Ryl
g(n,m,v) = (0\1/1—1) exp{ LE(n,m) 02)\“ vl } (A4)

) (A5)

= 4N RT + 2 2 (Nin;fiw;) coth Fowy
2ks T

E(n,m) —EW—Z)\,,,J+Z (A6)

In Electron Transfer in Inorganic, Organic, and Biological Systems; Bolton, J,, € a.;
Advances in Chemistry; American Chemical Society: Washington, DC, 1991.



Publication Date: May 5, 1991 | doi: 10.1021/ba-1991-0228.ch016

262 ET IN INORGANIC, ORGANIC, AND BIOLOGICAL SYSTEMS

The factor o is a width function for the Gaussian. The term A, is the
reorganization parameter for the classical solvent mode and the \,,; are the
reorganization parameters for the semiclassical internal modes. The sums
over j include only modes treated semiclassically, and the sum over i includes
only the quantum-mechanical modes. E, is the electronic origin for the a-
to-b transition.

It is a simple matter to show that the first moment of the spectral
distribution function I,(v) is a linear function of A,,. This result is quite
general and assumes only that the shifting and broadening of individual
vibronic lines in the spectrum can be described by a Gaussian line shape as
in eq A4 (see text). Because ground and excited states are not necessarily
stabilized to the same extent by the solvent, the value of E, can also be a
function of the solvent. This factor can be eliminated by taking the difference
between the absorption and emission first moments. This difference is just
a solvent-independent constant plus 2\. Relative values of A, can be ex-
tracted from spectra by numerical integration of absorption and emission
profiles to determine the first moment. If spectra in a nonpolar reference
solvent are available, the solvent-independent constant can be determined,
and absolute values of A, can be estimated.

Time-Resolved Fluorescence Depolarization. Fluorescence de-
cay curves for parallel (I,()) and perpendicular (I (¢)) analyzing polarizer
orientations were fit, with deconvolution, to multiexponential decay func-
tions by keeping one rate constant equal to the total excited-state decay rate
(1.0 X 107 s7%). The two decay functions were normalized on the coefficient
of this fixed exponential, and a rotational correlation function was generated
according to eq A7 (62, 81).

_ I - L@
r) = lngt) + 21,() (A7)
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Puzzles of Electron Transfer

John R. Miller

Chemistry Division, Argonne National Laboratory, Argonne, IL 60439

After much progress several questions remain in our understanding
of electron-transfer reactions, including a lack of clear understanding
of the factors controlling the dependence of rate on distance. Distance
dependence of long-distance electron-transfer rates is similar in a
variety of experimental situations, such as rigid glasses, donors and
acceptors bound to rigid spacer groups, monolayer assemblies, and
proteins. But two puzzling cases in which the distance dependence
is dramatically weaker have not been understood and interpreted.
An even more serious lack of understanding exists for control of rate
by orientation. In some cases rates depend strongly on solvent po-
larity, but in at least one other case the rates seem to be independent
of polarity. Important energetic quantities such as free energy change
and solvent reorganization energy are often difficult to obtain and
are particularly difficult to predict because of inaccuracies of the
dielectric continuum model. This chapter compiles a list of many of
these problems, but makes no attempt to suggest the nature of their
solutions.

MA]OR PROGRESS HAS DRAMATICALLY CHANGED our concepts of electron-
transfer reactions over the last several years by defining the distances, en-
ergetics, and even orientations of electron donor and acceptor groups. This
chapter will emphasize the aspects of electron transfer (ET) that we under-
stand poorly. Most of the many recent successes of electron transfer are
discussed elsewhere in this volume. Other chapters, particularly that of
Bolton and Archer, offer an introduction to electron transfer.

Experiment and Theory
Although the past few years have seen explosive growth in our knowledge
about electron-transfer processes, the problems or puzzles involving very
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basic questions about the electron-transfer process are still numerous and
substantial. Long-term goals for understanding electron transfer could lead
to the design of truly useful molecular devices for photochemical energy
conversion or other energy-channeling processes. Those goals will require
us to understand a number of questions in great detail. However, this chapter
will not focus on details because the puzzles about very basic questions in
electron transfer are so numerous.

The basic “golden rule” expression for nonadiabatic electron-transfer
rate processes (1-15) can be used to categorize these puzzles.

k= 2 (%) H,*r) FCWD (1)
In this expression, the rate (k.,) is a product of an electronic coupling between
reactants and products (H,,), which depends strongly on distance (r), on
orientation of the donor and acceptor molecules, and on the Franck—Condon
weighted density of states (FCWD). In eq 1, # is Planck’s constant divided
by 2%. The FCWD gives the probability of finding the donor and acceptor
groups and the surrounding medium in a nuclear configuration such that an
energy level of the product matches that of the reactants. When such a
match of energy levels occurs there is a chance, proportional to H, %, for the
electron to jump to the acceptor. The electronic coupling H,, decays rapidly
and exponentially with distance when material between the electron donor
and the electron acceptor is classically forbidden to the electron. The ex-
ponential attenuation of the rate with distance occurs because the electron
transfer is by nature an electron-tunneling process.

The Franck—Condon weighted density of states contains most of the
dependence of the rate on free energy change (AG®), temperature, solvent
polarity, and changes in the structure of the donor and acceptor molecules
when they add or release an electron. Achieving a nuclear configuration in
which electron transfer is allowed by energy conservation often involves
thermal activation, particularly of the solvent molecules in a polar solvent.
It may also involve quantum mechanical motions of nuclei within the donor -
and acceptor groups themselves. Such an “activated” nuclear configuration
achieved by quantum mechanical motions is sometimes referred to as nuclear
tunneling.

This chapter will divide the puzzles into those involving electronic cou-
pling, those involving the Franck—Condon part of the problem, and those
dependent on both to such an extent that they cannot be classified.

Puzzles of Electronic Coupling

Distance Dependence. Electron-transfer rates have been measured
as a function of distance in rigid glasses (16-21), in difunctional molecules
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in which a relatively rigid spacer group holds the donor and acceptor apart
(22-34), in monolayer assemblies (34—39), and in proteins (40-46). Where
it has been possible to accurately measure dependence on distance, it has
always been found that electron-transfer rates decayed exponentially because
of the exponential decrease of electronic coupling with distance.

Hyr) = HyX(r = 0) exp (—a(r — 1)) @

Major questions about the distance dependence remain. Does the at-
tenuation parameter change a substantially as the nature of the material
between the donor and acceptor group changes? Are there other important
factors influencing a? What, precisely, are the values of a, which can be
quite important at long distances because of the exponential nature of the
process? Great care is required in the measurement of a because distance
dependence of electron-transfer rates can also result from distance-depend-
ent factors in FCWD. Solvent reorganization energy is distance-dependent,
and the FCWD tends to be more strongly distance-dependent for weakly
exoergic reactions, which are the easiest to measure (I7). Apparent very
large values of a have been quoted incorrectly (47), when the actual de-
pendence of the rate predominantly reflected the Franck—Condon terms.
This error occurred in some work on glasses and in early work on proteins,
where it seemed that the rates were decaying unusually rapidly with dis-
tance. This dependence was probably due mainly to Franck—Condon effects.

Values of a near 1.0 A™! have usually been found in rigid glasses, with
values slightly smaller for intramolecular electron transfer between groups
connected by rigid saturated spacer groups. The more efficient transmission
of intramolecular electronic coupling appears to result from the slightly
greater efficiency of through-bond interactions, as compared to interactions
that must pass from one molecule to another through regions in which there
are no chemical bonds. Electronic coupling appears to pass much more
efficiently through conjugated m systems between the donor and acceptor
groups (28-31, 48-50), although it has not yet been possible to characterize
these with a value for a. A wide range of data for glasses, intramolecular
electron transfer, electron transfer through proteins, and some data for
monolayer assemblies appear to be accommodated by values of a between
0.6 and 1.2 A when the material between the donor and acceptor is mainly
saturated.

There are, however, two impressive anomalies in which very efficient
transfer of electronic coupling has been reported to occur over long distances
(small a). One of these cases involves electron transfer from photoexcited
molecules to electron acceptors across a monolayer assembly. Moebius (39)
reported data that can be interpreted to give an a approximately 3 times
smaller than that for most other experiments with saturated spacer material.
Although this experiment is approximately 10 years old, it has never become
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completely clear whether all sources of experimental artifacts have been
removed or whether some special feature of these assemblies leads to a very
weak attenuation of the electronic coupling with distance.

Another extremely interesting example is electron-transfer fluorescence
quenching of metal complexes bound to DNA (51). These experiments are
at an early stage; their interpretation is complex and appears to be fraught
with a number of difficulties. It is possible, however, to interpret the ex-
periments as providing evidence for long-distance electron transfer through
the DNA backbone with a very slow decay of the electronic coupling.

Another curious question involves “hole tunneling”. Experiments in
rigid glasses have shown that positive charge can be transferred over dis-
tances similar to those in which electrons can be transferred (19, 52-54). In
our laboratory we measured distance dependence for such processes and
concluded that these hole-transfer processes provided excellent evidence for
the superexchange picture first advanced for ET by McConnell (55), but that
consideration of the energetics also required an additional type of super-
exchange in which a “hole” rather than an electron was the tunneling quasi-
particle (19). More recent experiments on intramolecular ET have demon-
strated that these two processes can have almost exactly the same depend-
ence on distance (25). It is not clear whether this was an accident or whether
the factors affecting the two can indeed be almost identical, so that in general,
at least for saturated hydrocarbon spacers, we can expect hole tunneling and
electron tunneling to have similar distance dependence. Superexchange can
also involve m mediators (28-31, 49, 50, 56).

Orientation Dependence. For intramolecular electron transfer in
difunctional molecules involving rigid spacers, it has recently become pos-
sible to measure the effects of the spatial orientation of donor, spacer, and
acceptor groups on electron-transfer rates. Orientation effects are of great
theoretical, and possibly practical, interest; the orientation could become a
powerful control tool for directing electron-transfer processes and discrim-
inating against undesirable ET paths. For many ET reactions, the electronic
coupling, H, can be either positive or negative, depending on angles.
Therefore there are, in principle, angles at which the coupling can be zero.
At such angles the electron-transfer rate could become exceedingly small.
The most striking example of orientation dependence has come from ex-
periments in McLendon’s laboratory, in which electron transfer occurs be-
tween two porphyrin molecules held at a series of angles with respect to
one another (57, 58). Although there may be more than one possible inter-
pretation, a satisfactory one has been advanced by Closs (59).

In two other cases, however, interpretations of the effects of orientation
are not available. One of these is a porphyrin—quinone (P-Q) molecule
separated by two spacers giving different orientations between the P and Q
groups (60). In the other case, biphenyl and naphthalene groups attached
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to decalins and cyclohexane spacers show sizable (about a factor of 4) ori-
entation effects on the rates (61). At present no theory appears able to explain
these results.

Puzzles About Franck—Condon Effects

Rehm and Weller (62) focused attention on the question of an “inverted
region” predicted by the Marcus theory (63, 64) and other electron-transfer
theories. There was a decade of confusion and controversy about the nature
of the dependence of electron-transfer rates on the free energy change (AG?).
More recently, in a series of stunning successes, the inverted region has
been clearly demonstrated by studies in a number of different kinds of
systems (16, 17, 23, 26, 27, 45, 61, 65-77). Recent work has added an
exclamation point to the success in this area by showing that the theory and
reorganization parameters that describe the dependence of electron-transfer
rates on AG® can provide a quantitative description of the temperature
dependence of electron-transfer reactions (78). For this aspect of electron
transfer, the results of one kind of experiment can be used to predict the
results of a different and seemingly quite unrelated kind of experiment. We
might conclude that the FCWD is well understood.

But where there are exclamation points, there are also question marks.
One very large question mark is raised by results for dependence of rates
on AG® in Wasielewski’s laboratory (65). Photoexcited charge-separation
electron-transfer rates in a series of porphyrin—quinone compounds showed
evidence for both a normal and an inverted region. However, when the
relationship between rate and AG® was investigated (65) in two solvents,
one quite polar (butyronitrile) and the other very nonpolar (toluene), there
was no noticeable difference in the relationship between rate and AG®! The
absence of a solvent-polarity effect stands strongly in contrast to theory and
to the observations of large effects of solvent polarity in charge-shift reactions.

Solvent dependence was also examined in porphyrin—quinone com-
pounds by Bolton and co-workers (33, 34) and Mauzerall and co-workers
(79-81). In those cases charge-separation reactions were studied for which
solvent dependence is expected to be weak because the free energy change
and the solvent reorganization energy are in parallel by increasing solvent
polarity. Therefore, according to dielectric continuum theory, only changes
in the refractive indices of the solvents are expected to lead to substantial
changes in the rates. The data from the Bolton group illustrate that this
theory is not exact.

This question of whether electron-transfer rates depend upon solvent
polarity is connected to another one of our major problems: We have a very
poor understanding of the thermodynamics of creating ions in solution. In
charge-separation or recombination reactions (D + A) 2 (D* + A") such
as those of Wasielewski previously cited, to know the free energy change
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for the process we must know the solvation free energies of the ions on the
right side of the the equation. Those solvation energies can be estimated as
a function of solvent polarity and size of the ions by use of the Born equation

—p2
AG,D*) — AG(D) = — (1 - 1) &)
[5)) €;
so that the energetics of charge separation and recombination as a function
of solvent polarity can be estimated by use of the Weller equation (82), which
adds corrections to the donor’s oxidation potential (Ep,+°) and the acceptor’s
reduction potential (Ea/a-9).

e (1 2
AG = e(Epp+® — Exn-) + z (_ + i) - = )

€ 2 p 2 (N ESRD A

Here Ry, is the donor—acceptor distance (center to center) and rp and r,
are mean radii of the donor and acceptor groups, respectively; e is the
electronic charge; and €, is the static dielectric constant. Unfortunately,
almost no tests exist that really quantitatively assess the validity of these
equations, and there are, indeed, doubts about their accuracy. Conse-
quently, the energetics of charge-separation and recombination reactions are
not accurately known in most cases. Furthermore, even in charge-shift re-
actions, if the donor and acceptor groups have substantially different sizes
or charge distributions, it may not be possible to accurately assess the change
in energetics. For charge-shift reactions, the energetics can often be meas-
ured precisely by the measurement of the electron-transfer equilibria, but
in many cases it is not practical. Measuring electron-transfer equilibria is
rarely possible for charge-separation and recombination reactions, although
there are examples in the special case of very stable ions, which can equil-
ibrate with the corresponding neutrals (D + A2 D" + A") (83, 84). Paddon-
Row and co-workers (85, 86) also observed equilibration of ions with excited
neutrals [(D + A)* 2 D* + A-]. The energetics are very sensitive to
solvent polarity and are sensitive to distance, so that the equilibrium is seen
only at certain distances.

A related problem is the estimation of solvent reorganization energies,
.. This estimation can be done by treating the solvent as a dielectric con-
tinuum and making the approximation that the donor and acceptor groups
are spherical, which leads to eq 5, where €, is the optical dielectric constant.

e? 1 1 1 1 1
A= —t — - == -= 5
* (411&0) <2rD or, RDA) (eop es) )
More sophisticated elliptical models can also be developed (87-89).
There is reason, however, to have serious doubts about these dielectric
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continuum models. For intramolecular electron transfer in difunctional
steroids, the solvent reorganization energies can be obtained from experi-
ments on rate as a function of AG° and from dependence of rate on tem-
perature. The two systems are in quantitative agreement. However, the
reorganization energies obtained from the measurements of rate differ by a
factor of almost 2 from the estimates of eq 5 with reasonable crystallographic
sizes used for the donor and acceptor groups. There is also grave doubt
about the utility of eq 5 in predicting the distance dependence of solvent
reorganization energies. This doubt casts uncertainty on the measurement
of the distance dependence of electronic couplings a because of the necessity
to correct for the distance dependence of reorganization energies.

One of the main events in the study of electron-transfer processes was
the measurement as a function of temperature from cytochrome ¢ to chlo-
rophyll dimer cation in photosynthetic reaction centers by Chance et al. (90,
91). That reaction showed a substantial activation energy at room temper-
ature, but became temperature-independent below about 100 K. Theorists
pointed out that this interesting temperature dependence could be explained
by nuclear tunneling accompanying the reorganization of a molecular vibra-
tion (6, 14, 92). However, this explanation has foundered because a very
large reorganization energy is needed in a mode of frequency near 400 cm™.
Such a large reorganization does not occur in either the cytochrome or the
chlorophyll dimer. A number of other electron-transfer processes in protein
show a similar kind of temperature dependence. Such similarity suggests
that this temperature dependence is not specific to the structural features
of those reactants. Although all of these puzzles can be fit to theories that
require huge reorganization energies in modes, which must be described
quantum mechanically, it is not clear that the reorganization parameters
assumed are reasonable in any of the cases.

Another major area of confusion in the Franck—Condon control of elec-
tron-transfer rates is the reason for the absence of “inverted region” behavior
in charge-separation reactions. Although evidence for the inverted region is
substantial in charge-shift reactions and charge-recombination reactions, it
is almost nonexistent for charge-separation reactions. The difficulty of ob-
serving the inverted region for charge-separation reactions may result from
the formation of excited states in these reactions. Excited states will be a
pervasive problem because two radical ions are created, and radical ions in
general have low-lying excited states.

Another intriguing explanation of general importance in electron transfer
has been advanced by Kakitani and co-workers (93-105). These authors
suggest that there are large frequency changes for the motion of solvent
molecules around radical ions, as compared to around neutrals. There is
wide agreement that this suggestion must be qualitatively correct, but many
workers doubt whether the very large effects suggested occur in reality. The
area is controversial in the point of view of both theory and experiment.
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Evidence recently obtained suggests that the effects Kakitani and co-workers
invoke are insignificant. This area is in flux, a substantial open question.

Puzzles at the Adiabatic—Nonadiabatic Borderline

Equation 1 predicts that electron-transfer rates increase toward infinity as
the electronic coupling matrix element increases with decreasing distance
between the donor and acceptor groups. Equation 1 is, however, a nona-
diabatic equation. The increase of rate with increasing electronic coupling
is expected to saturate at a large H,, typically somewhere near k,T (the
Boltzmann constant times absolute temperature), as the electron-transfer
process becomes adiabatic (the chapter by Bolton and Archer presents a
discussion of terms, adiabatic and nonadiabatic). Some evidence for the
saturation was obtained years ago by experiments of Richardson and Taube
(106, 107), who compared slow electron-transfer rates for reactions that had
extremely large reorganization energies with the intensities of optical elec-
tron-transfer bands. Their data remain the best example of the transition to
adiabatic behavior. However, the data do not thoroughly and quantitatively
characterize the transition from nonadiabatic to adiabatic behavior.

One interesting question about this saturation is as follows: What is the
maximum possible value of an electron-transfer rate? Classical transition-
state approaches (63, 64, 108, 109) would predict that electron-transfer rates
would saturate at about 10'* s}, However, inclusion of reorganization of
high-frequency skeletal vibrations of the donor and acceptor groups and/or
fast librational solvent realization mechanisms may lead to the prediction
that substantially higher rates are possible because of the high frequencies
of these quantum vibrations.

An important, interesting, and closely related question is control of
electron-transfer rates by dynamics of the solvent molecules when the rate
of the electron transfer becomes competitive with solvent motions. Exper-
imental evidence has been obtained for such solvent dynamic control, but
mainly in a case where substantial structural change of the electron do-
nor—acceptor molecules is required in order for the electron transfer to occur
(110-119). Experimental examinations of solvent dynamic control (110-122)
have not yet fully examined its relationship to high-frequency vibrations or
examined the role of free energy, but there are indications that rates may
be obtained that are unexpectedly fast according to the classical theory (122).
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Epilogue

R. A. Marcus

Arthur Amos Noyes Laboratory of Chemical Physics, California Institute
of Technology, Pasadena, CA 91125

THE FIELD OF ELECTRON-TRANSFER REACTIONS has expanded dramatically
since the early days in the late 1940s and the 1950s when the rates of many
such reactions (isotopic-exchange reactions) were studied by using isotopic
labeling techniques. The chapters in this volume demonstrate some of the
more recent developments. They speak eloquently for themselves, and my
summary will be relatively brief.

The excellent prefactory chapters by Bolton et al. and by Bolton and
Archer introduce the electron-transfer field. The latter surveys key concepts
underlying the theory for these reactions, together with relevant equations
used in comparisons with experimental results.

Among the topics treated in some detail in the symposium and in this
volume are

1. factors influencing the effect of donor-acceptor separation distance on
electron transfer (ET) reaction rates, the distance influencing the rate
constant via both electronic and reorganizational factors,

2. electron transfers in proteins, including photosynthetic systems,
3. the “inverted effect” for ET rates,

4. comparisons of photoinduced charge separation and charge recombina-
tion,

5. solvent and/or temperature and molecular bridge effects on ET rates,

6. charge-transfer states in porphyrin—chlorophyll systems and their en-
hancement of the quenching of locally excited states in polar solvent by

mixing with CT states, the role of perpendicularity in favoring the CT
state,
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7. solvent dynamics and intramolecular ET,

8. the effect of applied electric fields on the long-range BChl,* Q™ recom-
bination in a photosynthetic system, and

9. intramolecular transfers involving triplets.

This volume thus embraces a broad range of topics in the electron-
transfer field. It is, of course, not possible to be all-inclusive in a relatively
small publication. There are a number of other active areas in the electron-
transfer field: electron transfers at metal-liquid, semiconductor-liquid, and
liquid-liquid interfaces; ET on semiconductor colloidal particles, micelles,
and at modified metal electrodes; ET with bond rupture; salt effects on ET
rates; computer simulations of reorganizational and dynamical aspects of
electron transfers; and the detailed relation to charge transfer and photo-
electric emission spectra. Several recent results from our laboratory on elec-
tron transfer in liquid-liquid and semiconductor-liquid systems and on elec-
tronic matrix elements in donor—acceptor rigid molecular bridge and protein
systems are described elsewhere (I, 2).

The widespread growth into new areas may strike many observers of
the electron-transfer field. New problems, new questions, and challenges
continue to arise and are being addressed, both experimentally and theo-
retically. Systems of increasing complexity, or systems at a greater level of
molecular detail, are being examined.

In the early days of modern electron-transfer study (namely, in the few
decades after 1945) a primary focus was delineation of the main features of
simple inorganic electron transfers, the impact of the standard free energy
of reaction on their rate, and the effect of an “intrinsic reorganizational
parameter” related to bond-length changes and to molecular size. Such
concepts as the extent of adiabaticity vs. nonadiabaticity were also important,
as was the relationship between homogeneous and heterogeneous electron-
transfer rates. Now, with the aid of the information and methodology derived
in these earlier studies, many areas are being explored, including those at
various other interfaces and in biological systems. Computer simulations
provide a useful added supplement to the earlier analytical-type (equations)
development, and recent calculations of electronic effects have supple-
mented current experimental work on long-range electron transfer.

Further communication among researchers working in rather different
aspects of the ET field continues to be desirable. Some may not be familiar,
for example, with the relatively recent work by Iwasita et al. (3) showing
adiabaticity for electron transfer between Ru(NH,)s*%** and metal elec-
trodes. They showed that the electron-transfer rate between ion and elec-
trode (the “exchange current”) was constant for metals having widely
different density of electronic states. This example may also serve to show
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how information can be readily obtained in one area, whereas comparable
information for homogeneous bimolecular ETs is less readily derived.
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